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ABSTRACT

The effect of plasma shaping on scrape-off layer (SOL) plasma turbulence is investigated through a rigorous validation exercise. Two- and
three-dimensional simulations of the SOL plasma dynamics in three TCV limited discharges are carried out with the GBS code. These dis-
charges realize an almost circular magnetic equilibrium, an elongated equilibrium, and an elongated equilibrium with negative triangularity.
For the three plasma discharges, three simulations are performed, considering (i) a three-dimensional model with an explicit dependence on
elongation, triangularity, and the inverse aspect ratio; (ii) a circular three-dimensional model in the infinite aspect ratio limit; and (iii) a two-
dimensional model, which assumes a circular magnetic equilibrium in the infinite aspect ratio limit, cold ions, and interchange driven turbu-
lence in the sheath limited regime. Ten validation observables common to simulations and experimental measurements from a reciprocating
probe located at the TCV outer midplane are identified, and the agreement between experimental and numerical results relative to each
observable is evaluated. The composite metric introduced by Ricci et al. [Phys. Plasmas 18, 032109 (2011)] is then used to assess the overall
agreement between simulations and experimental measurements. It is found that the shaping model implemented in GBS improves the
description of SOL plasma turbulence, taking into account the impact of elongation and triangularity.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5123451

I. INTRODUCTION

Since simulation codes are playing an increasingly important role
in optimizing and predicting the performance of present and future
fusion devices, there is increasing motivation in the fusion community
in developing and applying verification and validation (V&V) proce-
dures.1–3 Verification is “the process of determining that a model
implementation accurately represents the developer’s conceptual
description of the model and the solution to the model,” while valida-
tion is “the process of determining the degree to which a model is an
accurate representation of the real world from the perspective of the
intended uses of the model.”4

In the past few years, great effort was devoted to the development
of V&V procedures for plasma turbulence simulations. Besides code

to code comparison (also known as code benchmark, see, e.g., Refs.
5–10), rigorous verification methodologies based on convergence stud-
ies, such as the method of manufactured solutions,11 are now also rou-
tinely used (see, e.g., Refs. 12–16). Guidelines for performing a
rigorous validation in the context of magnetic confinement fusion
energy were laid down by the seminal works of Terry et al.17 and
Greenwald.18 Main objectives of validation procedures include the
quantification of the degree of agreement of the code results, and
therefore of the physics model, with experimental data to assess the
maturity of our understanding of fusion-relevant systems; the compar-
ison between different models to determine the most suitable one for
describing a physical system; and the identification of parameter
regimes where improvements to the current available models are
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needed. An overview of best practices and examples of validation in
fusion is given in Refs. 19–22. These examples reveal that the valida-
tion effort carried out by the fusion community has mostly focused on
core turbulence.

The goal of the present paper, which is an extension of the work
illustrated in Chap. 7 of Ref. 23, is twofold. First, we apply for the first
time the validation methodology proposed in Ref. 24 to turbulence in
tokamak scrape-off layer (SOL) conditions. More precisely, we simu-
late the turbulent SOL plasma dynamics in three limited discharges
realized on the TCV tokamak25 with different equilibrium magnetic
shapes. We then rigorously validate the numerical results against
experimental measurements. Second, we assess the maturity of our
understanding of plasma shaping effects on SOL turbulence, thus vali-
dating the shaping model recently introduced in GBS.26 As a matter of
fact, there is experimental evidence that plasma shaping plays a strong
role in regulating plasma turbulence, both in the core and in the
SOL.27,28 We note that, while the properties of SOL plasma turbulence
in TCV have been investigated in the past both experimentally and
numerically (see, e.g., Refs. 29–33) and the physics mechanisms
behind the effect of plasma shaping on turbulence are discussed in
Ref. 26, the present work focuses on the application of the rigorous
validation methodology to investigate the impact of plasma shaping
on SOL plasma dynamics.

Because of the large collisionality typical of the tokamak SOL,
plasma turbulence in this region is generally simulated by employing a
set of drift-reduced Braginskii equations.34,35 These equations have
been implemented in a number of simulation codes, both two-
dimensional and three-dimensional, that have been extensively used to
investigate the plasma dynamics at the periphery of fusion devices
(see, e.g., Refs. 14, 16, and 36–42) Herein, we use three different mod-
els, all based on the drift-reduced Braginskii equations, considering (i)
a three-dimensional model of SOL plasma turbulence in noncircular
magnetic geometry, where we use the analytical equilibrium model
discussed in Ref. 26 to introduce the dependence of the magnetic field
on tokamak inverse aspect ratio, Shafranov’s shift, elongation, and tri-
angularity; (ii) a three-dimensional model in circular magnetic geome-
try and in the infinite aspect ratio limit; and (iii) a two-dimensional
model in circular geometry and in the cold ion and interchange driven
turbulence limits. All these models are implemented in the GBS
code.38,43 Three different simulations are carried out with each model,
considering three TCV plasma discharges with (i) an almost circular
magnetic equilibrium, (ii) plasma elongation j ¼ 1:53, and (iii)
plasma elongation j ¼ 1:57 and triangularity d ¼ �0:19. The simula-
tion results are then compared with TCV experimental measurements
obtained with a horizontal reciprocating probe located at the tokamak
outer midplane.44 To carry out the validation, we consider the valida-
tion methodology introduced by Ricci et al. in Refs. 24 and 45, used
for validating plasma turbulence simulations of the TORPEX device46

against experimental measurements. This methodology can be sum-
marized as follows. First, a number of physical quantities to be com-
pared common to the experimental measurements and simulation
results, referred to as validation observables, are identified and orga-
nized into a hierarchy, which is based on the number of model
assumptions and combinations of measurements necessary to obtain
the observable. Then, the agreement between experimental measure-
ments and the simulations is evaluated considering the experimental
and numerical uncertainties relative to each observable. Combining

the result of the comparison of all the observables, while taking into
account their position in the hierarchy and the uncertainties affecting
them, the overall agreement between simulations and experiments is
quantified by using an appropriate composite metric, v. Finally, the
metric v is complemented by an index, Q, used to assess the quality of
the comparison. A more detailed description of this methodology is
presented in Sec. II. For the present study, ten observables are consid-
ered and the composite metric v is used to quantify the level of agree-
ment between the simulations and the experiments for the three
models and assess the maturity of our understanding of plasma shap-
ing effects on SOL turbulence.

The present paper is structured as follows. After this introduc-
tion, in Sec. II, we summarize the validation methodology used in this
study. Then, in Sec. III, we discuss the three models considered for this
investigation. In Sec. IV, we illustrate the TCV experimental setup, the
probes used to collect the experimental measurements, and the simula-
tions we carried out. We present the validation observables considered
for our analysis and the agreement between experimental measure-
ments and numerical results with respect to every single observable in
Sec. V. Finally, the validation metric v and the quality factor Q are
computed for the three models and discussed in Sec. VI.

II. VALIDATION METHODOLOGY

We briefly summarize the validation methodology introduced by
Ricci et al. in Refs. 24 and 45. To carry out a validation exercise, a
number of independent and relevant physical quantities, common to
the experiment and the simulations, should be first identified and ana-
lyzed using the same technique. The values of the j� th observable at
points i ¼ 1;…;Nj (the index i can be used to discretize time and/or
multidimensional spatial coordinates), as coming from experimental
measurements or simulation results, are denoted as ei;j and si;j, respec-
tively. Second, the measure of the distance dj between experimental
measurements and simulation results for the j� th observable is com-
puted as

dj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Nj

XNj

i¼1

ðej;i � sj;iÞ2

De2j;i þ Ds2j;i

vuut ; (1)

where Dej;i and Dsj;i are the uncertainties affecting ei;j and si;j, respec-
tively. We note that here we normalize the difference between ej;i and
sj;i to the sum of the squares of their uncertainties, as we are interested
in understanding if the basic physics mechanisms at play in the system
are well captured by the model under consideration. The normaliza-
tion to the actual value of the observable is instead preferable in the
case that the predictive capabilities of the code are tested.

The level of agreement Rj between simulations and experiments
with respect to the observable j is given by

Rj ¼
tanh ðdj � 1=dj � d0Þ=k

� �
þ 1

2
; (2)

such that Rj¼ 0 denotes perfect agreement and Rj¼ 1 denotes com-
plete disagreement. Here, d0 and k are parameters used to set the
threshold level for agreement and sharpness of transition from agree-
ment with disagreement, respectively. In the following, we consider
d0 ¼ 1 and k ¼ 0:5, as suggested in Ref. 45. This choice implies that
Rj � 0:5 when the discrepancy between the j� th experimental and
numerical observables is comparable to their uncertainties. The impact
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of the choice of these parameters on the results presented in this publi-
cation is discussed in Sec. VI.

Finally, the overall agreement between simulations and experi-
ments is measured by introducing a composite metric

v ¼
P

j RjHjSjP
j HjSj

; (3)

which combines the level of agreement of each observable, Rj, with its
weight, HjSj, which defines how stringent each observable is for com-
parison purposes, such that v¼ 0 means perfect agreement and v¼ 1
complete disagreement. Here, Hj and Sj denote the weight of each
observable j according to the number of assumptions made for its eval-
uation and the level of confidence characterizing its measurement,
respectively. More precisely, Hj accounts approximately for the uncer-
tainties related to model assumptions and/or to combinations of mea-
surements, which are often needed to estimate the validation
observables from the simulation results and the raw experimental
data,47 and are generally very challenging to evaluate. In practice, the
observables are organized into a hierarchy based on the number of
assumptions required for their evaluation, hj. Since the higher the hier-
archy level of an observable is, the lower its importance in the compar-
ison metric should be, Hj is a decreasing function of hj. Following Ref.
24, we define Hj ¼ 1=hj. On the other hand, the quantity Sj is used to
assess the precision of the measurement of the j� th observable and
should be a decreasing function of the experimental and simulation
uncertainties. Reference 24 proposes

Sj ¼ exp �
P

i Dej;i þ
P

i Dsj;iP
i jej;ij þ

P
i jsj;ij

 !
; (4)

i.e., Sj¼ 1 if Dej;i ¼ 0 and Dsj;i ¼ 0, while Sj vanishes if very large
uncertainties affect ej and sj. Reference 24 also introduces the index

Q ¼
X
j

HjSj (5)

used to assess the quality of the comparison itself. The idea is that a
validation is more reliable with a large number of observables and if
their weightHjSj is large.

Finally, we note that the methodology we use here is mostly tar-
geted to discriminate among models and assess whether they follow
the experimental trends or not. On the other hand, it is much more
delicate to judge a single model in absolute terms and establish if the
observed level of agreement is acceptable or not, i.e., if the code is
“validated” or not. Therefore, in the present publication, we focus on
the v dependence on the magnetic geometry and on the simulation
model, rather than on its absolute value.

III. SIMULATION MODELS

Since the tokamak SOL is characterized by rather low tempera-
tures and relatively high collisionality, a fluid model based on the
Braginskii equations34 is typically employed to describe the plasma
dynamics in this region. Moreover, because SOL turbulence occurs on
timescales much slower than the gyromotion and it is usually charac-
terized by spatial variations that occur on scale lengths longer than the
ion gyroradius, the drift approximation is often adopted. The set of
equations to describe plasmas in such conditions, known as

drift-reduced Braginskii equations,35 was implemented in the GBS
code to simulate plasma turbulence at the tokamak periphery.38,43

GBS is a three-dimensional flux-driven, two-fluid, turbulence
code that solves the drift-reduced Braginskii equations numerically by
using finite differences for the spatial discretization and a standard
fourth-order Runge-Kutta method for the time advance. Increasingly
complex magnetic configurations were considered in developing GBS.
Initially, the code was used to simulate linear devices such as LAPD
(Large Plasma Device)48 and simple magnetized toroidal devices such
as TORPEX.49 GBS was then extended to limited SOL tokamak circu-
lar geometries.38 More recently, the capabilities of simulating noncir-
cular geometries and diverted configurations were also introduced.26,50

For our study, we consider the GBS model in the electrostatic
limit and we employ the Boussinesq approximation in evaluating the
divergence of the polarization current to simplify the vorticity equa-
tion. We note that, since density fluctuations are typically quite large
in the SOL (i.e., of amplitude comparable to the time-averaged quanti-
ties), the Boussinesq approximation is hard to justify from a theoretical
point of view. Nevertheless, a relatively weak effect on SOL turbulence
was found in recent studies, as discussed in Refs. 51–54. The resulting
system of equations is written as follows:

@n
@t
¼ � 1

B
/; nf g þ 2

eB
C peð Þ � enC /ð Þ
� �

�r � nvkeb
� �

þDnðnÞ þ Sn; (6)

@x
@t
¼ � 1

B
/;xf g þ 2B

min
C pe þ pið Þ � vkirkxþ

B2

min
r � jkb
� �

þ B
3min

C Gið Þ þ DxðxÞ; (7)

@vke
@t
¼ � 1

B
/; vke
� �

þ 1
me

	
erk/�

rkpe
n
� 0:71rkTe

þ
ejk
rk
� 2
3n
rkGe



� vkerkvke þDvkeðvkeÞ; (8)

@vki
@t
¼ � 1

B
/; vki
� �

� vkirkvki �
1

min
rk pe þ pið Þ

� 2
3min

rkGi þDvk iðvkiÞ; (9)

@Te

@t
¼�1

B
/;Tef gþ4Te

3eB

C peð Þ
n
þ5
2
C Teð Þ� eC /ð Þ

	 

�vkerkTeþSTe

þ2Te

3
0:71
r� jkb
� �
en

�r� vkeb
� �	 


þrk vkerkTe
� �þDTeðTeÞ;

(10)

@Ti

@t
¼� 1

B
/;Tif gþ 4Ti

3eB
CðpeÞ
n
� 5
2
CðTiÞ� eCð/Þ

	 

� vkirkTiþ STi

þ2Ti

3

r� jkb
� �
en

�r� vkib
� �	 


þrk vkirkTi
� �þDTiðTiÞ;

(11)

where x ¼ r2
?/þr2

?Ti=e is the plasma vorticity, jk ¼ enðvki � vkeÞ
the parallel current, pe¼ nTe and pi¼ nTi the electron and ion plasma
pressures, vke and vki the parallel electron and ion thermal conductivi-
ties, B the norm of the magnetic field, b the unitary vector oriented in
the direction of B, and rk ¼ 1:96e2nse=me the Spitzer conductivity,
with se the electron collision time. The density and temperature
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sources, Sn; STe ; STi , are used to mimic the particles and heat outflow
from the core, assuming that the plasma particles, recycled at the walls,
migrate to the core as neutral atoms, where they are then ionized
(i.e., we neglect ionization sources in the SOL region). The gyroviscous
contributions are included in the model through the Gi ¼ �g0i½2rkvki
þCð/Þ=BþCðpiÞ=ðenBÞ� and Ge¼�g0e½2rkvkeþCð/Þ=B�CðpeÞ=
ðenBÞ� terms, with gi and ge the gyroviscous coefficients.

34 Moreover,
small perpendicular diffusion terms of the form DAðAÞ¼DAr2

?A,
with A¼n;x;/;vki;vke;Te;Ti, are introduced for numerical stability
reasons. Here, the Poisson brackets are defined as /;Af g¼b � ðr/
�rAÞ, the curvature operator as CðAÞ¼B=2½r�ðb=BÞ� �rA, the
perpendicular Laplacian asr2

?A¼�r�½b�ðb�rAÞ�, and the paral-
lel gradient as rkA¼b �rA. Equations (6)–(11) are completed by a
set of boundary conditions describing the plasma dynamics at the mag-
netic presheath entrance, as detailed in Refs. 55 and 56.

The dependence on the magnetic field geometry enters in the
model through the norm of the magnetic field B, the direction of the
unit vector b, and the differential operators f/;Ag, C(A), rkðAÞ, and
r2
?ðAÞ. A model for expressing these quantities in limited, noncircular

magnetic geometries has been recently introduced in GBS.26 This
model can be used to investigate the effect of plasma elongation, j,
and plasma triangularity, d, on SOL turbulence. The magnetic field
depends also on the tokamak major radius, R0, the inverse aspect ratio,
� ¼ a=R0 (a is the tokamak minor radius), the safety factor at the
magnetic axis, q0, and at the last closed flux surface (LCFS), qa.

In order to validate the shaping model in Ref. 26 against experi-
mental measurements and gain a deeper insight into the SOL turbulence
properties, in the following we consider: (i) Equations (6)–(11) with the
magnetic equilibrium given in Ref. 26, referred to as “Shaping model,”
(ii) Equations (6)–(11) with a circular equilibrium in the infinite aspect
ratio limit, �¼ 0, and with negligible Shafranov’s shift, referred to as
“Circular model”; and (iii) Equations (6)–(11) with a circular equilib-
rium in the cold ion and �¼ 0 limits, reduced to a two-dimensional
model assuming interchange driven turbulence and approximating the
ion and electron flows at the magnetic presheath entrance as Cki
¼ n

ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mi

p
=2 and Cke ¼ n

ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mi

p
exp ðK� e/=TeÞ=2, with

K � 3:2 for deuterium plasmas, referred to as “2D model.” We note
that, when considering a circular equilibrium in the infinite aspect ratio
limit (i.e., we impose �¼ 0, DðrÞ ¼ 0, j¼ 1, and d¼ 0), the expressions
for f/;Ag, C(A), andr2

?ðAÞ reduce to f/;Ag ¼ @y/@rA� @r/@yA;
CðAÞ ¼ ðsin h@rAþ cos h@yAÞ=R, and r2

?ðAÞ ¼ @2r Aþ @2yA as
detailed in Ref. 57, where r and y ¼ ah are the radial and poloidal coor-
dinates, respectively, with h the poloidal angle. In this limit, Eqs.
(6)–(11) reduce to Eq. (1) of Ref. 56.

In the approximation of a radially and poloidally local magnetic
geometry, the 2D model equations are written as follows:

@n
@t
¼ � 1

B0
/; nf g þ 2

eRB0

@pe
@y
� en

@/
@y

� �

� rncs
R

exp K� e/
Te

� �
þDnðnÞ þ Sn; (12)

@x
@t
¼ � 1

B0
/;xf g þ 2B0

miRn
@pe
@y
þ rcsx2

cimi

eR

� 1� exp K� e/
Te

� �	 

þDxðxÞ; (13)

@Te

@t
¼ � 1

B0
/;Tef g þ 4Te

3eRB0

1
n
@pe
@y
þ 5
2
@Te

@y
� e

@/
@y

� �

� 2rTecs
3R

1:71 exp K� e/
Te

� �
� 0:71

	 

þDTeðTeÞ þ STe ;

(14)

where cs ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Te=mi

p
is the sound speed, B0 is the norm of the mag-

netic field at the outer midplane of the LCFS, xci ¼ eB0=mi is the ion
cyclotron frequency, and r ¼ R=Lc � 1=ð2pqaÞ, with Lc � 2pqR the
connection length. Note that the 2D model equations correspond to
Eqs. (B6)–(B8) in Ref. 45 and that y is a coordinate in the binormal
direction close to h¼ 0.

IV. EXPERIMENTAL AND SIMULATION SETUPS

The TCV experiment is a tokamak with major and minor radii
R0 ¼ 0:88m and a ¼ 0:25m, respectively.25 By being equipped with
sixteen independent shaping and positioning coils, TCV has unique
capabilitities of exploring a wide range of magnetic geometries, includ-
ing negative triangularities, second-order X points, and more exotic
plasma shapes.58 For this reason, TCV is an ideal test bed for validat-
ing the plasma shaping model introduced in Ref. 26 against experi-
mental measurements.

In the following, we consider the three TCV inner-wall limited
deuterium plasma discharges #54147; #55391, and #55394. The
experimental parameters measured for the three discharges are sum-
marized in Table I and the poloidal cross sections of their magnetic
surfaces are shown in Fig. 1. The plasma has an almost circular mag-
netic equilibrium in the discharge #55391, an elongated equilibrium in
the discharge #55394, and an elongated equilibrium with negative tri-
angularity in the discharge #54147. The thick blue solid lines, repre-
senting the LIUQE59 reconstruction of the LCFS, are fitted with the
model discussed in Ref. 26 (red dashed lines), showing a good agree-
ment of the fitting with the magnetic reconstruction. We note that the
three discharges have similar safety factors, qa, densities, na, and tem-
peratures, Te;a, at the LCFS. This allows us to decouple the influence of
plasma shaping on the SOL dynamics from other effects.26

TABLE I. Tokamak major radius, inverse aspect ratio, edge safety factor, plasma elongation and triangularity, toroidal magnetic field on axis, plasma density and electron tem-
perature at the LCFS, sound Larmor radius, and electron collisionality, ��e � pqaR=k

mfp
e , with kmfp

e the electron mean free path, for the three TCV plasma discharges
#54147; #55391, and #55394. The magnetic equilibrium parameters are obtained by fitting the profiles shown in Fig. 1 with the shaping model in Ref. 26.

Discharge R0 ðmÞ � qa j d B0 ðTÞ na ð1018 m�3Þ Te;a ðeVÞ qs0 ðmmÞ ��e

#54147 0.875 0.34 3.3 1.57 �0.19 1.44 6 6 2 37 6 15 0.61 4.9
#55391 0.870 0.30 3.4 1.07 0.00 1.45 4 6 1 36 6 16 0.60 3.5
#55394 0.865 0.30 3.2 1.53 0.00 1.46 5 6 1 41 6 14 0.63 3.2
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The experimental measurements discussed in the following are
obtained with a horizontal reciprocating probe located at the tokamak
outer midplane. The probe takes approximately 60ms to traverse the
SOL inward and outward. During this time-interval, the probe pro-
vides high spatial resolution measurements of time-averaged and fluc-
tuating physical quantities (we note that global plasma parameters
such as the toroidal magnetic field, the plasma current, and the aver-
aged plasma density are almost constant, with variations smaller than
5%, during these measurements). It is equipped with a probe head
having ten electrostatic pins (two are used as a swept double probe
and provide measurements of Isat, n, and Te, one is used to obtain
direct measurements of Isat, five are used as floating Langmuir probes
to measure Vfl, and the last two are used to measure the poloidal Mach
number), all acquiring data at 2:5MHz. Taking the difference of two
of the Vfl pins, it is possible to estimate the poloidal electric field Eh.
Since global plasma parameters remain approximately constant and
are equal to the nominal values given in Table I during the probe
reciprocation, the radial profiles related to the measured quantities are
obtained by sampling the measured time traces in intervals of 1ms
and considering each subsignal as an independent measurement at
constant radial location. For a more detailed description of the recipro-
cating probe, we refer to Refs. 44 and 60.

To assess the reliability of the models illustrated in Sec. III, we
compare nonlinear GBS simulations based on the three TCV plasma
discharges discussed above with experimental TCV measurements.
More precisely, for each TCV plasma discharge we perform three sim-
ulations, one with the Shaping model, one with the Circular model,
and one with the 2Dmodel considering the parameters listed in Table I.
However, since the Circular model and the 2D model are obtained
assuming a circular magnetic geometry in an infinite aspect ratio, for
these two models we carry out the simulations with �¼ 0, j¼ 1, and

d¼ 0. For our simulations, we use perpendicular diffusion coefficients
DA � 0:1m2s�1, with A indicating all evolved fields. We note that
the impact of perpendicular diffusion coefficients of similar amplitude
on GBS simulation results was investigated in Ref. 57. It was observed
that the simulation results are not affected significantly by these coef-
ficients. Based on this finding, in the following we neglect the uncer-
tainties affecting the numerical results due to the numerical diffusion
terms. The particle and temperature sources are assumed poloidally
and toroidally constant, with radial dependence SnðxÞ; STeðxÞ; STiðxÞ
/ exp ½�ðx � aþ rÞ2=r2�, where r ¼ 2:5qs0 and qs0 is the sound
Larmor radius reported in Table I and x is the radial coordinate, and
we adjust the amplitude of the sources such that the simulated plasma
densities and temperatures agree within uncertainties with the experi-
mental measurements at the LCFS. We use q0 ¼ 1 for the Shaping
model simulations. The radial domain extends from the inner radius
xi ¼ a� 30qs0 to the outer radius xo ¼ aþ 70qs0. Ad hoc boundary
conditions are applied at xi and xo, with Neumann’s boundary condi-
tions used for n, vke; vki, Te, and Ti, and Dirichlet’s boundary condi-
tions for x and /. To mitigate the impact of these boundary
conditions on the simulation results, the two regions extending from
x¼ xi to x¼ a, and from x ¼ aþ 2:5 cm to x¼ xo are considered as
buffers and are not included in the analysis of the results. Moreover,
for the three-dimensional simulations we consider an ion to electron
temperature ratio Te=Ti ¼ 1 at the LCFS, as indicated by typical
charge exchange measurements in TCV. We note that the three-
dimensional simulations require three rather large numerical grids,
i.e., ðNx;Ny;NzÞ¼ ð128;1280;196Þ;ð128;1280;188Þ;ð128;1280;200Þ,
which correspond to a grid spacing Dx’ 0:8qs0; Dy’ 2qs0, and
Df¼ Lk=320, with z and f the toroidal and parallel coordinates, Lk the
parallel connection length from the outer midplane to the target, and
Nx, Ny, and Nz the number of grid points in x, y, and z, respectively.

FIG. 1. Poloidal cross sections of the magnetic surfaces for the three TCV plasma discharges #54147 (left panel), #55391 (middle panel), and #55394 (right panel). The blue
lines indicate the LIUQE reconstruction, with thin continuous lines denoting the core flux surfaces, thick continuous lines denoting the LCFS, and dashed lines denoting the
open field line region. The red dashed lines represent the reconstruction of the LCFS with the shaping model discussed in Ref. 26.
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For this reason, we use a reduced ion to electron mass ratio,
mi=me¼ 800, and a reduced parallel electron thermal conductivity,
vke� 5�105m2s�1 (this corresponds to a reduction by approxi-
mately a factor 30�50 with respect to the physical value). The value
of these parameters decreases considerably the computational cost of
our simulations. We note that the impact of a reduced electron parallel
conductivity on the results of GBS simulations in a limited configura-
tion was investigated in Ref. 26, showing that an increase in vke by a
factor of 500 led to approximately a 20% steepening of the profiles.
Additionally, we performed a linear investigation of the instabilities
that govern the SOL turbulent transport with the linear model in
Ref. 26, observing a reduction of Lp by approximately 20%�25%
when considering a realistic mass ratio with respect to mi=me¼ 800.
Whereas the artificial values of vke andmi=me might represent an addi-
tional source of uncertainty on the numerical results, the detailed inves-
tigation of their impact on the validation observables is at the moment
impractical. Therefore, in the following we neglect the uncertainties on
the numerical results related to these two parameters. We rather focus
on a sensitivity analysis in the value of the resistivity. This was shown
to play an extremely important role in determining the turbulent
regime in the SOL and its properties.61 Therefore, to investigate how
experimental uncertainties on n0 and Te0 impact the numerical results,
we performed an additional Shaping model simulation of the plasma
discharge #54147 using rk ten times smaller than its estimated Spitzer
value. For the two-dimensional simulations, we use the numerical grid
ðNx;NyÞ¼ ð128;512Þ, with the binormal direction extending over a
distance 2pa=q.

V. VALIDATION OBSERVABLES

To validate the GBS simulations discussed in Sec. IV against
TCV experimental measurements, we consider the following observ-
ables: the time-averaged plasma density, electron temperature, and ion
saturation gradient lengths, Ln, LTe , and Ljsat ; the root mean square
(RMS) of jsat fluctuations normalized to the jsat time-averaged profile,
djRMS

sat =�jsat , the RMS profiles of floating potential and of electric field
fluctuations, dVRMS

fl and dERMS
h ; the djsat and dVfl probability

distribution functions (PDF); and the jsat and Vfl power spectral-
slopes, ajsat and aVfl . Concerning the experimental measurements, we
note that n and jsat are obtained both from direct Isat and double probe
measurements, Te is obtained by using the double probe only, Vfl is
obtained from one of the floating Langmuir probes, while Eh is
obtained by comparing the measurements of two poloidally separated
floating potential Langmuir probes (i.e., we assume no difference in
plasma temperature between the two electrodes). All measurements
are taken twice, with the probe entering and exiting the plasma, pro-
viding at each radial position four independent measurements of n
and jsat and two independent measurements of all other plasma
quantities.

Concerning the numerical results, these are obtained with simu-
lations in turbulent quasisteady state on time intervals of approxi-
mately 200ls, with an acquisition frequency of approximately
500 kHz. We note that n and Te are direct output of GBS, Eh is
obtained by combining GBS time-traces of / at two different poloidal
locations, and we assume jsat / n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Te þ 2Ti
p

, consistently with Ref.
62, and Vfl ¼ /� ½K� log ð1þ Ti=TeÞ=2�Te. However, since the 2D
model does not evolve the ion temperature, we assume Ti¼Te in eval-
uating jsat and Vfl from the two-dimensional results. In Secs. VA–VD
we discuss in more detail the evaluation of all observables, focusing on
their uncertainties, their hierarchy level, h, their level of agreement, R,
and their accuracy parameter, S.

A. Gradient scale lengths

Some of the main uncertainties affecting the design and opera-
tion of future fusion devices are closely related to our ability of predict-
ing the characteristic gradient lengths of SOL equilibrium profiles.
Therefore, three of the validation observables considered in our study
are the characteristic gradient lengths Ln, LTe , and Ljsat . For the plasma
density, this is defined as Ln ¼ ��n=@x�n, where �nðxÞ is the time-
averaged plasma density radial profile. Similar definitions apply to LTe

and Ljsat .
In TCV, the time-averaged radial profiles are evaluated by con-

sidering time-average windows of 1ms. In Figs. 2–4, we present the

FIG. 2. Radial profiles of �n normalized to �n at the LCFS for the three plasma discharges #54147; #55391, and #55394. The dashed lines denote an exponential fit between
x¼ 0 and x ¼ 2:5 cm.
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plasma density, electron temperature, and ion saturation current time-
averaged radial profiles. The �nðxÞ profile is computed as the average
over the four independent measurements and the uncertainties affect-
ing it are estimated as D�nðxÞ ¼ stdðj�nðxÞ � �nkðxÞjÞ, with k ¼ 1;…; 4
and �nkðxÞ the time-averaged plasma density resulting from the k-th
independent measurement. Similar procedures are used to obtain �T e

and �jsat . Concerning the numerical results, the time-averaged profiles
for the three-dimensional simulations are obtained by performing the
toroidal- and time-averages of n, Te, and Isat at the outer equatorial
midplane. Similarly, for two-dimensional simulations the binormal-
and time-averaged profiles are considered. The resulting simulated
radial profiles are shown in Figs. 2–4 (color lines), with their uncer-
tainties estimated as the standard deviation of the time-averages car-
ried out over two subintervals of approximately 100ls. We observe
that, for the Shaping model, elongation and negative triangularity

result in steeper time-averaged profiles, in qualitative agreement with
experimental measurements. Moreover, by comparing the three-
dimensional simulation results for the plasma discharge #55391, we
observe that Shafranov’s shift and � effects also result in steeper pro-
files, consistently with Ref. 26. Concerning the two-dimensional simu-
lations, the profiles are considerably flatter in all cases, both if
compared to experimental measurements and to three-dimensional
simulation results.

The value of the characteristic gradient lengths is then obtained
by fitting the radial profiles with an exponential. More specifically, for
the experimental measurements we fit each of the four independent
measurements assuming, e.g., �nkðxÞ / exp ð�x=Ln;kÞ. We then com-
pute Ln as the average of the four resulting values. Similar procedures
are used for LTe and Ljsat . Figures 2–4 show that the experimental
time-averaged radial profiles of n, Te, and jsat are compatible with an

FIG. 3. Radial profiles of �T e normalized to �T e at the LCFS for the three plasma discharges #54147; #55391, and #55394. The dashed lines denote an exponential fit between
x¼ 0 and x ¼ 2:5 cm.

FIG. 4. Radial profiles of�j sat normalized to�j sat at the LCFS for the three plasma discharges #54147; #55391, and #55394. The dashed lines denote an exponential fit between
x¼ 0 and x ¼ 2:5 cm.

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 27, 012301 (2020); doi: 10.1063/1.5123451 27, 012301-7

Published under license by AIP Publishing

https://scitation.org/journal/php


exponential decay (despite the fact that small deviations are observed
for �n and�jsat for the plasma discharges #54147 and #55391 and that,
in general, decay lengths in the SOL are nonexponential, with a steeper
profile near the LCFS and smaller gradients in the far SOL60,63,64).
Similarly, Figs. 2–4 show that the radial profiles of n, Te, and jsat
obtained with GBS are compatible with an exponential decay (the only
noticeable deviations are for �n and�jsat with the Shaping model for the
plasma discharges #54147 and #55394).

Concerning the experimental decay lengths, we consider two dif-
ferent sources of uncertainty. The first source is due to the best-fitting

of the radial profiles with an exponential, referred to as DefitLn , while the
second source is due to the uncertainties on the measurements of
�nkðxÞ, referred in the following as Demeas

Ln . For our validation, we take

DefitLn as given by the 95% confidence interval of the exponential fit of
�nðxÞ and we define Demeas

Ln as the standard deviation of the four indi-
vidual measurements. Finally, we obtain the total experimental uncer-

tainty on Ln as De2Ln ¼ ðDe
fit
LnÞ

2 þ ðDemeas
Ln Þ

2 if Demeas
Ln > DefitLn , while

we consider DeLn ¼ DefitLn otherwise. The same procedure is used for
evaluating the uncertainties on LTe and Ljsat . The resulting experimen-
tal gradient scale lengths and the corresponding total uncertainties are
reported in Table II. We see that elongation and negative triangularity
reduce the experimental gradient scale lengths, consistently with the
results reported in Ref. 26.

Concerning the characteristic gradient lengths from the simula-
tions, since the numerical results are evaluated on time intervals
shorter than those considered for the experimental measurements,
among the simulation uncertainties we also account for statistical fluc-
tuations, DsstatL . The values of DsstatL are obtained by averaging the sim-
ulation results on two subintervals of approximately 100 ls,
computing L for each subinterval, and evaluating DsstatL as the standard
deviation of the two resulting gradient scale lengths. Finally, we
use Ds2L ¼ ðDs

fit
L Þ

2 þ ðDsstatL Þ
2 if DsstatL > DsfitL , while we consider

DsL ¼ DsfitL otherwise. We note that here we neglect numerical uncer-
tainties and uncertainties due to input parameters on gradient scale
lengths. The numerical uncertainties introduced by the time and space
discretization are neglected because they are rather small, of the order
of the grid spacing, for typical GBS simulations.12 The propagation of
uncertainties on input parameters through model equations is
neglected because they are typically smaller than DsfitL (for the three-
dimensional simulations this was assessed by performing a sensitivity
scan in plasma resistivity, as discussed at the end of Sec. IV, while for
the two-dimensional simulations this is discussed in detail in Ref. 65).
The resulting gradient scale lengths and the corresponding total uncer-
tainties are reported in Table II. We see that elongation and negative
triangularity decrease the gradient scale lengths obtained with the
Shaping model. This is in qualitative agreement with experimental
measurements. Moreover, by comparing the three-dimensional simu-
lation results for the plasma discharge #55391, we observe that
Shafranov’s shift and � effects reduce the SOL width, consistently with
Ref. 26. For the two-dimensional simulations, we note that the 2D
model overpredicts the gradient scale lengths in all cases, both if com-
pared to experimental measurements and to three-dimensional simu-
lation results. To carry out a more quantitative comparison, in Tables
III–V we present the level of agreement between simulations and
experiments with respect to the gradient scale lengths. Concerning the
noncircular TCV discharges, we see that for the Shaping model RL is
close to 0 for both discharges and for all quantities, while it is typically
larger for the Circular model. This means that the Shaping model is
generally in better agreement with the experimental measurements

TABLE II. Plasma density, electron temperature and ion saturation current gradient scale lengths, and corresponding total uncertainties.

#54147 #55391 #55394

Ln ðcmÞ LTe ðcmÞ Ljsat ðcmÞ Ln ðcmÞ LTe ðcmÞ Ljsat ðcmÞ Ln ðcmÞ LTe ðcmÞ Ljsat ðcmÞ

Experimental 2.3 6 0.6 6.3 6 12.6 1.8 6 0.6 5.3 6 2.4 6.4 6 6.1 3.4 6 1.1 2.2 6 0.8 3.4 6 2.5 1.7 6 0.5
Shaping model 2.0 6 0.1 3.1 6 0.2 1.6 6 0.1 2.4 6 0.1 3.7 6 0.1 1.8 6 0.1 2.2 6 0.1 3.1 6 0.1 1.7 6 0.1
Circular model 3.9 6 0.1 5.2 6 0.2 2.9 6 0.1 3.7 6 0.1 4.8 6 0.1 2.7 6 0.1 3.8 6 0.2 5.3 6 0.3 2.8 6 0.1
2D model 13.8 6 0.4 21.7 6 0.6 10.4 6 0.3 14.2 6 0.5 22.2 6 0.6 10.7 6 0.3 14.0 6 0.5 22.0 6 0.7 10.6 6 0.4

TABLE III. Level of agreement between simulations and experiments and accuracy
parameters with respect to gradient scale lengths for the plasma discharge #54147.

RLn SLn RLTe SLTe RLjsat SLjsat

Shaping model 0.00 0.85 0.00 0.26 0.00 0.83
Circular model 1.00 0.90 0.00 0.33 0.82 0.88
2D model 1.00 0.94 0.09 0.62 1.00 0.93

TABLE IV. Level of agreement between simulations and experiments and accuracy
parameters with respect to gradient scale lengths for the plasma discharge #55391.

RLn SLn RLTe SLTe RLjsat SLjsat

Shaping model 0.09 0.73 0.00 0.54 0.31 0.81
Circular model 0.00 0.77 0.00 0.57 0.00 0.83
2D model 1.00 0.87 0.99 0.79 1.00 0.90

TABLE V. Level of agreement between simulations and experiments and accuracy
parameters with respect to gradient scale lengths for the plasma discharge #55394.

RLn SLn RLTe SLTe RLjsat SLjsat

Shaping model 0.00 0.83 0.00 0.68 0.00 0.86
Circular model 0.90 0.86 0.00 0.72 0.98 0.87
2D model 1.00 0.93 1.00 0.88 1.00 0.94
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than the Circular model. On the other hand, the Circular model has
slightly smaller RLn and Rjsat than the Shaping model for the #55391
plasma discharge, showing for this discharge a slightly better agree-
ment with the experimental measurements. This seems to suggest that
Shafranov’s shift and � effects introduced in the Shaping model over-
stabilize the SOL plasma turbulence. In general, RL ’ 1 for the two-
dimensional simulations, meaning that they completely disagree from
experimental measurements.

In Tables III–V, we also report the accuracy parameters for the
gradient scale lengths. In most cases, uncertainties on gradient scale
lengths are rather small and SL is typically larger than 0.7. On the other
hand, for the plasma discharges #54147 and #55391, large experimen-
tal uncertainties on the �Te measurements (as shown in Fig. 3) signifi-
cantly reduce SLTe . We also observe that, in general, a small SL
corresponds to a small RL. As a matter of fact, because of the normali-
zation used in Eq. (1), large uncertainties affecting ei;j and si;j result in
a small dj. However, we remind that quantities with large uncertainties
will have a smaller weight in the combined metric v. Finally, since the
only assumption made to obtain the gradient scale lengths from the
�n; �Te, and �jsat profiles is that the time-averaged radial profiles are
exponentially decaying, and the uncertainties introduced by this
assumption are already taken into account in DeL and DsL; hL ¼ h�n

¼ h�T e
¼ h�j sat

¼ 2 as discussed in Ref. 47.

B. Fluctuation amplitudes

Important quantities used to characterize plasma turbulence in
the tokamak SOL are related to the amplitude of the fluctuations.
Therefore, in our validation we also consider the RMS jsat fluctuations
normalized to the jsat background, djRMS

sat =�jsat , the RMS floating poten-
tial fluctuations, dVRMS

fl , and the RMS poloidal electric field fluctua-

tions, dERMS
h .

Concerning the uncertainties affecting the experimental measure-
ments, taking djRMS

sat =�jsat as an example, we compute ðdjRMS
sat =�jsatÞ for

each independent measurements of jsat. We then evaluate DedjRMS
sat =

�j sat
as

the standard deviation of the four resulting values. The same

procedure is used to evaluate DedVRMS
fl

and DedERMS
h

. We neglect other

sources of uncertainty.
Concerning the numerical results, we consider three sources of

uncertainty. The first one (DsnumdA , with dA ¼ djRMS
sat ; dV

RMS
fl ; dERMS

h ) is

introduced by discretizing the model equations in time and space, and
it is evaluated by applying the solution verification procedure
described in Ref. 12 to typical GBS simulations. We find that, for a res-
olution similar to the one used in this study, DsnumdjRMS

sat =
�jsat
� 0:3djRMS

sat =

�jsat ; DsnumdERMS
h
� 0:1dERMS

h , and DsnumdVRMS
fl
� 0:2dVRMS

fl . The second

source of uncertainty (DsinpdA ) is related to the propagation of uncertain-
ties on input parameters. Since a tenfold increase in the plasma resis-
tivity in the #54147 simulation with the Shaping model leads to a 10%

increase in SOL fluctuations, we assume DsinpdA ¼ 0:1dA. The last
source of uncertainty (DsstatdA ) is due to statistical fluctuations. This is
evaluated by splitting the synthetic time traces into two subintervals,
computing djRMS

sat =�jsat ; dVRMS
fl , and dERMS

h on each subinterval, and

evaluating DsstatdA as the standard deviation of the resulting values.

The total uncertainties are then computed as Ds2dA ¼ ðDsnumdA Þ
2

þðDsinpdAÞ
2 þ ðDsstatdA Þ

2.
The radial profiles of djRMS

sat =�jsat ; dVRMS
fl , and dERMS

h and the cor-
responding total uncertainties are displayed in Figs. 5, 6, and 7, respec-
tively. We see that, in general, GBS simulations underestimate jsat
fluctuations. This is consistent with previous observations, as discussed
in Ref. 66. On the other hand, Eh fluctuations are overestimated by all
three models. In Fig. 6, we also observe that better agreement is found
for dVRMS

fl , in particular for the 2D model (we speculate that this a for-

tuitous event). To investigate more quantitatively the agreement
between experimental measurements and simulation results with
respect to the fluctuation amplitudes, in Tables VI–VIII we present
RdA and SdA. We see that, for all models, both RdjRMS

sat =
�jsat

and RdERMS
h

are

close to 1, indicating that the simulation results and the experimental
measurements typically disagree on the values of djRMS

sat =�jsat and
dERMS

h . On the other hand, RdVRMS
fl

is much smaller, indicating a better

agreement for dVRMS
fl , in particular for the 2D model. Concerning the

FIG. 5. Radial profiles of RMS jsat fluctuations normalized to the jsat background for the three plasma discharges #54147; #55391, and #55394.
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accuracy of the observables, we note that SdA > 0:5 for all models and
plasma discharges, implying that the experimental and numerical
uncertainties are rather small. Finally, as discussed in Ref. 47, we take
hdA ¼ 2.

C. Probability distribution functions

To gain a deeper insight into the properties of SOL plasma turbu-
lence, for our validation we also consider the experimental and numer-
ical PDFs of the jsat and Vfl fluctuations at the three locations
x � a ¼ 0:5 cm; x � a ¼ 1:2 cm, and x � a ¼ 1:9 cm, with the fluc-
tuations normalized to their RMS value. This normalization is per-
formed to avoid double counting the RMS values in the evaluation of
v. The uncertainties affecting the experimental measurements are eval-
uated as the standard deviation between the two djsat and dVfl PDFs
resulting from the probe entering and exiting the plasma. Concerning
the numerical results, the numerical error affecting the jsat and Vfl

PDFs is estimated by considering the three nonlinear simulations dis-
cussed in Ref. 12, computing the djsat and dVfl PDFs at different radial
locations, and performing a grid convergence analysis of the results. It
is found that the maximum absolute numerical error is smaller than
0.02. The statistical error affecting the three-dimensional simulation
results has a similar amplitude, while for the two-dimensional

FIG. 6. Radial profiles of RMS Vfl fluctuations for the three plasma discharges #54147; #55391, and #55394.

FIG. 7. Radial profiles of RMS Eh fluctuations for the three plasma discharges #54147; #55391, and #55394.

TABLE VI. Level of agreement between simulations and experiments and accuracy
parameters with respect to RMS fluctuations for the plasma discharge #54147.

RdjRMS
sat =

�j sat
SdjRMS

sat =
�j sat

RdVRMS
fl

SdVRMS
fl

RdERMS
h

SdERMS
h

Shaping model 0.94 0.83 0.95 0.78 0.99 0.58
Circular model 1.00 0.84 0.34 0.78 1.00 0.65
2D model 1.00 0.85 0.00 0.78 1.00 0.65

Physics of Plasmas ARTICLE scitation.org/journal/php

Phys. Plasmas 27, 012301 (2020); doi: 10.1063/1.5123451 27, 012301-10

Published under license by AIP Publishing

https://scitation.org/journal/php


simulations it is negligible. Therefore, in the following, we consider the
conservative values DsPDFðdjsatÞ ¼ DsPDFðdVflÞ ¼ 0:02 and DsPDFðdjsatÞ
¼ DsPDFðdVflÞ ¼ 0:04 for the two- and three-dimensional simulation
results, respectively.

The resulting PDFs and the corresponding uncertainties are dis-
played in Figs. 8 and 9. We observe that, despite some small differences,
in particular near the center of the distributions, the simulation results
and the experimental measurements are in quite good agreement.

The agreement between simulations and experiment is confirmed
by computing the values of R, as shown in Tables IX and X. Indeed, at
least for all three-dimensional simulations, R< 0.2. In Tables IX and X
we also report the parameter S. We see that 0:79 < S < 0:87, indicat-
ing that the uncertainties affecting the PDFs are small. Finally, as dis-
cussed in Ref. 47, we take h¼ 2 for the djsat and dVfl PDFs.

D. Power spectral-slopes

The last two observables considered in our comparison are the
jsat and Vfl power spectral-slopes, ajsat and aVfl . These are obtained by
fitting the jsat and Vfl power spectral densities (PSD) between 12 kHz
and 200 kHz with a power function. More specifically, taking jsat as an
example, we compute the jsat PSD at the three locations
x � a ¼ 0:5 cm; x � a ¼ 1:2 cm, and x � a ¼ 1:9 cm. The results
are then best-fitted between f ¼ 12 kHz and f ¼ 200 kHz assuming
PSDjsat ðf Þ / f ajsat . The same procedure is used to obtain aVfl .

Concerning the uncertainties affecting the experimental measure-
ments, we consider the standard deviation between the two ajsat and
aVfl resulting from the probe entering and exiting the plasma, Demeas.
In addition, we consider the uncertainty related to best-fitting the jsat
and Vfl PSDs, Defit . This is evaluated as given by the 95% confidence
interval of the best-fit of the PSDs. Finally, we assume De2

¼ ðDefitÞ2 þ ðDemeasÞ2 if Demeas > Defit , while we consider De ¼ Defit

otherwise.
Concerning the simulation results, we consider both the uncer-

tainties related to best-fitting the PSDs with the power function, Dsfit ,
and to the finite time-statistics, Dsstat . The former are evaluated as dis-
cussed for the experimental PSDs. The latter are obtained by splitting

FIG. 8. PDF of djsat at the three radial positions x � a ¼ 0:5 cm; x � a ¼ 1:2 cm, and x � a ¼ 1:9 cm for the three plasma discharges #54147; #55391, and #55394.

TABLE VII. Level of agreement between simulations and experiments and accuracy
parameters with respect to RMS fluctuations for the plasma discharge #55391.

RdjRMS
sat =

�j sat
SdjRMS

sat =
�j sat

RdVRMS
fl

SdVRMS
fl

RdERMS
h

SdERMS
h

Shaping model 1.00 0.84 1.00 0.87 0.81 0.90
Circular model 1.00 0.85 0.99 0.87 0.89 0.89
2D model 1.00 0.86 0.03 0.86 0.96 0.89

TABLE VIII. Level of agreement between simulations and experiments and accuracy
parameters with respect to RMS fluctuations for the plasma discharge #55394.

RdjRMS
sat =

�j sat
SdjRMS

sat =
�j sat

RdVRMS
fl

SdVRMS
fl

RdERMS
h

SdERMS
h

Shaping model 0.85 0.84 0.29 0.86 1.00 0.88
Circular model 0.99 0.85 0.08 0.86 1.00 0.88
2D model 1.00 0.88 0.00 0.85 1.00 0.88
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the time traces in two subintervals, computing ajsat and aVfl on each
subinterval, and evaluating Ds fit as the standard deviation of the two
resulting values. We note that numerical and input uncertainties are
neglected here since for typical GBS simulations they are smaller than

Ds fit . The resulting power spectral-slopes and the corresponding total
uncertainties are shown in Tables XI–XIII. We observe that the three-
dimensional models overestimate the power spectral-slopes, while
agreement within uncertainties is found for the aVfl obtained with the
2D model. This is confirmed by computing the level of agreement, as
presented in Tables XIV and XV. Indeed, RaVfl

< 0:5 for the 2D
model. In Tables XIV and XV, we also present the parameters S. We
see that S> 0.8, indicating that the uncertainties affecting the power
spectral-slopes are small.

Finally, as discussed in Ref. 47, h¼ 2 for the jsat and Vfl PSDs.
Since the only assumption made to evaluate the power spectral-slopes
from Isat and Vfl measurements is that the PSDs are a power function
of the frequency, and the uncertainty resulting from this assumption is
taken into account in De and Ds, we use h¼ 2 also for ajsat and aVfl .

VI. RESULTS AND DISCUSSION

We now assess quantitatively the agreement between the three
models presented in Sec. III and TCV experimental measurements by
computing the metric v and the quality factor Q. This combines the
levels of agreement R, the hierarchy levels h, and the accuracy parame-
ters S illustrated in Sec. V. The results are presented in Table XVI.

Concerning the Shaping model, we observe that v ’ 0:45� 0:48
for all the considered TCV discharges, showing that this model is in
similar overall agreement with experimental measurements for both
circular and noncircular tokamak plasma discharges. On the other
hand, v increases above 0.6 by assuming a circular magnetic geometry
in the infinite aspect ratio limit for the two negative triangularity and
elongated plasma discharges #54147 and #55394. This is understood

FIG. 9. PDF of dVfl at the three radial positions x � a ¼ 0:5 cm; x � a ¼ 1:2 cm, and x � a ¼ 1:9 cm for the three plasma discharges #54147; #55391, and #55394.

TABLE IX. Level of agreement between simulations and experiments and accuracy
parameter with respect to the djsat PDFs.

#54147 #55391 #55394

RPDFðdjsatÞSPDFðdjsatÞRPDFðdjsatÞSPDFðdjsatÞRPDFðdjsatÞSPDFðdjsatÞ

Shaping model 0.01 0.82 0.00 0.82 0.03 0.82
Circular model 0.03 0.82 0.00 0.82 0.06 0.82
2D model 0.57 0.86 0.17 0.87 0.95 0.86

TABLE X. Level of agreement between simulations and experiments and accuracy
parameter with respect to the dVfl PDFs.

#54147 #55391 #55394

RPDFðdVflÞSPDFðdVflÞRPDFðdVflÞSPDFðdVflÞRPDFðdVflÞSPDFðdVflÞ

Shaping model 0.03 0.79 0.02 0.79 0.18 0.82
Circular model 0.02 0.79 0.04 0.79 0.08 0.82
2D model 0.03 0.85 0.01 0.84 0.00 0.86
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as worse agreement between experimental measurements and sim-
ulation results than in the Shaping model case. This indicates that
the shaping model implemented in GBS improves the description
of SOL plasma turbulence by taking into account the impact of
elongation and triangularity. At the same time, for the circular dis-
charge #55391, the Circular model is in slightly better agreement
with the experiment than the Shaping model. We also observe that
v is larger for the two-dimensional model than for the Shaping
model, indicating that the latter is in better agreement with the

experimental measurements. On the other hand, by comparing the
results of the 2D and Circular models, it is not possible to identify
a clear trend, as the 2D model seems to perform better for the
#54147 plasma discharge and worse for the #55391 and #55394 dis-
charges. Nevertheless, we speculate that better agreement between
two-dimensional simulations and experimental measurements
could be obtained by considering different closures for the parallel
terms (as shown, for example, in Refs. 30 and 31) or by including
the hot ion dynamics.

TABLE XI. Ion saturation current and floating potential spectral-slopes and corresponding total uncertainties at x � a ¼ 0:5 cm.

#54147 #55391 #55394

ajsat aVfl ajsat aVfl ajsat aVfl

Experimental �2.5 6 0.4 �2.4 6 0.5 �1.7 6 0.4 �1.9 6 0.4 �1.8 6 0.4 �2.2 6 0.4
Shaping model �1.6 6 0.1 �1.3 6 0.1 �1.25 6 0.05 �1.2 6 0.1 �1.4 6 0.1 �1.2 6 0.1
Circular model �1.20 6 0.04 �1.3 6 0.1 �1.3 6 0.1 �1.3 6 0.1 �1.2 6 0.1 �1.3 6 0.1
2D model 1.16 6 0.01 �1.74 6 0.01 �1.20 6 0.02 �1.76 6 0.03 �1.19 6 0.01 �1.76 6 0.01

TABLE XII. Ion saturation current and floating potential spectral-slopes and corresponding total uncertainties at x � a ¼ 1:2 cm.

#54147 #55391 #55394

ajsat aVfl ajsat aVfl ajsat aVfl

Experimental �2.3 6 0.3 �2.3 6 0.6 �1.8 6 0.4 �2.4 6 0.3 �2.7 6 0.4 �2.7 6 0.4
Shaping model �1.5 6 0.1 �1.4 6 0.1 �1.1 6 0.1 �1.1 6 0.1 �1.3 6 0.1 �1.2 6 0.1
Circular model �1.2 6 0.1 �1.2 6 0.1 �1.3 6 0.1 �1.2 6 0.1 �1.2 6 0.1 �1.2 6 0.1
2D model �1.03 6 0.01 �1.77 6 0.02 �1.07 6 0.02 �1.84 6 0.02 �1.06 6 0.01 �1.82 6 0.01

TABLE XIII. Ion saturation current and floating potential spectral-slopes and corresponding total uncertainties at x � a ¼ 1:9 cm.

#54147 #55391 #55394

ajsat aVfl ajsat aVfl ajsat aVfl

Experimental �2.2 6 0.4 �1.4 6 1.0 �1.8 6 0.4 �2.6 6 0.6 �2.6 6 0.7 �2.6 6 0.4
Shaping model �1.8 6 0.1 �1.9 6 0.1 �1.33 6 0.05 �1.5 6 0.1 �1.5 6 0.1 �1.7 6 0.1
Circular model �1.4 6 0.1 �1.6 6 0.1 �1.5 6 0.1 �1.6 6 0.1 �1.5 6 0.1 �1.6 6 0.1
2D model �1.19 6 0.02 �2.03 6 0.02 �1.25 6 0.02 �2.10 6 0.02 �1.18 6 0.01 �2.05 6 0.02

TABLE XIV. Level of agreement between simulations and experiments and accuracy
parameter with respect to the jsat spectral-slopes.

#54147 #55391 #55394

Rajsat Sajsat Rajsat Sajsat Rajsat Sajsat

Shaping model 0.89 0.89 0.23 0.86 0.98 0.86
Circular model 1.00 0.89 0.03 0.86 0.99 0.86
2D model 1.00 0.90 0.40 0.87 1.00 0.87

TABLE XV. Level of agreement between simulations and experiments and accuracy
parameter with respect to the Vfl spectral-slopes.

#54147 #55391 #55394

RaVfl
SaVfl

RaVfl
SaVfl

RaVfl
SaVfl

Shaping model 0.53 0.81 1.00 0.87 1.00 0.88
Circular model 0.74 0.80 0.98 0.86 1.00 0.88
2D model 0.03 0.84 0.03 0.90 0.46 0.91
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In summary, the study of the validation table shows that, while
equilibrium profiles and the nature of the main instabilities are reason-
ably well described by the Shaping model, some turbulence details are
not well modeled. This is particularly true for jsat fluctuations, which
are underestimated by the simulations by approximately a factor of 2.

Since the uncertainties for all the observables are rather small
(with some specific exceptions) and all the observables are at the sec-
ond level of the validation hierarchy, Q is about constant in our com-
parison. In particular, Q � 4, which is close to the maximum value
Q¼ 5 that can be obtained by considering ten observables with
H¼ 0.5. The Q values reported in Table XVI can be compared with
the Q that would be obtained by comparing exclusively the agreement
of the experimental and simulation SOL gradient scale lengths, that is,
Q � 1:5. Finally, we note that, to investigate the sensitivity of v on d0
and k, we also computed v for d0 ¼ 0:5; 1:0; 1:5 and k ¼ 0:5 and for
d0 ¼ 1:0 and k ¼ 0:1; 0:5; 1:0. We find that, while the exact value of
v depends on d0 and k, the conclusions obtained in this work are not
affected by varying these parameters.

The rigorous validation exercise presented herein shows that the
model introduced in Ref. 26 constitutes an effective improvement of
our capabilities to describe SOL turbulence in elongated magnetic
equilibria with finite triangularity. This increases the reliability of our
numerical results, showing that GBS simulations are a suitable tool for
investigating SOL plasma turbulence in limited noncircular magnetic
geometries. However, while quantities of primary importance, such as
the density and temperature scale lengths, are well represented by our
model, significant discrepancies persist in other observables, in partic-
ular for what concerns the level of fluctuations and the PSDs. These
discrepancies can be related to, e.g., the use of a fluid model or the cou-
pling of the SOL dynamics with the core plasma. We expect that the
improvement of our model and a series of rigorous validation exercises
will allow us to identify the reasons behind these discrepancies.

The present work provides a concrete example of application of
the validation methodology introduced by Ricci et al. in Refs. 24 and
45 to SOL plasma turbulence in tokamaks, showing that this method-
ology is able to discriminate among different models and assess the
most suited to describing the experimental measurements. On the
other hand, it is much more difficult to judge a single model in abso-
lute terms, since establishing if the observed level of agreement is
acceptable or not depends on the specific purposes of the simulations.
It should be noted that, while sophisticated methodologies for estimat-
ing Dei;j and Dsi;j have been developed in the past few years, such as
Bayesian analysis,67 multifidelity Monte Carlo estimations,68 or the
stochastic response surface methodology,69,70 these methodologies are
extremely challenging to apply in the context of SOL plasma turbu-
lence simulations. The methodology used in this publication can be

considered a compromise between an easy-to-use validation technique
and more rigorous, but also more cumbersome, approaches.
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