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Functional materials' properties are influenced by microstructures which can be changed during
manufacturing. A technique is presented which digitises graphite foam via X-ray tomography and con-
verts it into image-based models to determine properties in silico. By simulating a laser flash analysis its
effective thermal conductivity is predicted. Results show ~1% error in the direction the foam was ‘grown’
during manufacturing but is significantly less accurate in plane due to effective thermal conductivity
resulting from both the foam's microstructure and graphite's crystalline structure. An empirical rela-
tionship is found linking these by using a law of mixtures. A case study is presented demonstrating the
technique's use to simulate a heat exchanger component containing graphite foam with micro-scale
accuracy using literature material properties for solid graphite. Compared against conventional finite
element modelling there is no requirement to firstly experimentally measure the foam's effective bulk
properties. Additionally, improved local accuracy is achieved due to exact location of contact between the
foam and other parts of the component. This capability will be of interest in design and manufacture of
components using graphite materials. The software used was developed by the authors and is open
source for others to undertake similar studies.

Crown Copyright © 2018 Published by Elsevier Ltd. All rights reserved.
1. Introduction

Components designed for the nuclear sector (both fission and
fusion) are required to withstand challenging environments.
Depending on the component's function they may be exposed to
extreme environments such as high levels of radiation, tempera-
ture, pressure etc. [1]. Future generation nuclear power plants aim
to increase output and efficiency over their predecessors, a by-
product of which is even more extreme physical operating condi-
tions [2]. In addition to improving engineering concepts; a number
of novel materials are proposed which have properties tailored for
the specific requirements, these fall into structural [1] and func-
tional [3] categories. In order to achieve their functional specifica-
tion these materials are often highly anisotropic. Such materials
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include; foams [4], high entropy alloys [5], MAX phase-materials
[6], composites [7], functionally graded materials [8] and nano-
grained materials [9].

In the most common fusion power device, the tokamak, helium,
the waste product of the fusion reaction is removed at the divertor
by directing plasma along magnetic field lines to strike the divertor
target plates. In normal operation this region will experience
thermal loads of around 10MW�m�2, as the plasma particle kinetic
energy is deposited over the target region [10]. To absorb this en-
ergy whilst remaining within operational temperature limits, the
divertor design includes active cooling through pipes (built of
CuCrZr) protected by tungsten (W) armour monoblocks [11]. Fig. 1
shows the location of the divertor region within a tokamak and an
1 “The virtual vessel e cutaway with plasma.” [Online]. Available: https://www.
euro-fusion.org/2011/08/the-virtual-vessel/?view¼gallery-11. [Accessed: 25-Jul-
2016].

2 “ITER/Photos/Technical.” [Online]. Available: https://www.iter.org/album/
Media/7 - Technical. [Accessed: 02-Oct-2017].
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Fig. 1. (a) Schematic of a fusion device 1 (b) the divertor region 2 (c) photograph of divertor monoblock (tungsten armour around CuCrZr cooling pipe) which is subject to high heat
flux and particle erosion. (A colour version of this figure can be viewed online.)
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example monoblock. The armour is bonded to the pipe to maintain
thermal conduction, but a large thermal expansion coefficient
mismatch between the W and CuCrZr causes high levels of stress
within the part. Therefore, a functional interlayer is used at the
material interface to create a bond between the pipe and armour
with improved longevity. ITER, under construction in France, uses a
compliant pure Cu interlayer to relieve stress [12]. In future fusion
devices it would be desirable to operate at higher thermal fluxes in
the divertor to improve device efficiency, however this would
further exacerbate the challenges with thermal stress. Of the
various solutions being investigated several candidate designs
replace the Cu interlayer with functional materials or geometric
constructs [13]. As a result, the performance of these particular
designs is highly influenced by micro-scale thermo-mechanical
mechanisms.

There is considerable interest in developing capability to engi-
neer micro-structures of graphite foam materials to have specific
anisotropic properties capable of addressing this challenge [14].
Typically, the properties of a newly manufactured foam would be
characterised by extensive experimental characterisation, requiring
many samples to test the range of available orientations [15], [16].
This is usually more time consuming and expensive than the pro-
cess bywhich the new foam structure can be created by varying the
manufacturing parameters. This is a barrier for rapid development
of new graphite foams when attempting to ‘tune’ the properties to
match the desired function of the material. This work considers an
alternative method of characterisation by using in silico simulation
methods which have the potential to replace experimental
methods to reduce time and cost. This is achieved by the use of
image-based finite element methods (IBFEM) whereby an X-ray
tomography image of the manufactured foam is converted directly
into a high-resolution FE model which inherently accounts for the
graphite foam's complex microstructure. By simulating the exper-
imental characterisation test (typical of those conducted in the
laboratory) we may apply the same conditions and observe the
same material response in order to derive a measured property.
This may be possible for scenarios where the bulk (or parent)
material properties are already known and they are affected
significantly by microstructural features caused by the
manufacturing process, e.g. a graphite foam material. The addi-
tional benefit is that once a block of foam is digitised via conversion
from a tomographic image, many samples, e.g. ‘dog-bone’ for me-
chanical tensile testing, can be digitally ‘cut’ from the same block
whose volume would overlap in space. If done experimentally
much more material would have to be manufactured to produce a
sufficient number of samples, which is a source of variability be-
tween tests and an additional expense.

The component which forms the case study presented here is
part of a heat exchanger. Because of this, the effective thermal
properties of the graphite foam are of particular interest. Previous
attempts have been made to estimate the effective thermal con-
ductivity of graphite foams analytically using a unit cell model that
considered parameters such as porosity, pore diameters and side
length of wall [17], [18]. Although these make some steps towards
estimating the effective conductivity they do not account for
anisotropy. X-ray tomography has previously been used to collect
statistical data about a foam's microstructure to investigate corre-
lations with elastic modulus [19], but no simple relationwas found.
FE analysis has been used to include some effect from anisotropic
microstructure [20], [21]. The disadvantage of these approaches is
that they are largely idealised forms of graphite foamswhich do not
account for the large variability in pore size or shape distribution
and require a substantial knowledge about the foam's microstruc-
ture as model inputs. Image-based modelling to estimate thermal
effective conductivity has previously been performed on carbon
foams [22] and cellular aluminium [23] and was demonstrated to
discover anisotropy. However, due to computational constraints,
only relatively small volumes of material could be analysed in these
studies. This meant that the method was only suited to materials
with a relatively uniform distribution of microstructure. That is,
simulations did not include a sufficiently large representative vol-
ume to exhibit the effective bulk behaviour. A statistical analysis of
many instances of the modelling would be required to capture the
effect of variations in microstructure. Also, because the volume of
material analysed was relatively small it was not possible to
replicate a laboratory experiment in silico, instead approaches
based on idealised boundary conditions were used e.g. applying a
temperature gradient and measuring thermal flux to calculate
conductivity. Using idealised approaches not achievable experi-
mentally can be desirable because numerical analysis will likely
have less error in results compared with experimental techniques.
However, there are also benefits to emulating experimental tech-
niques through simulation. Firstly, the motivation for this research
is for use of novel materials in the nuclear sector. For nuclear reg-
ulators there is currently little confidence in the modelling of such
materials. Creating a workflow which can be directly related
against experimental data collected according to international
standards (e.g. ASME or ISO) will facilitate a wider and more rapid
industrial adoption. Secondly, this research is part of a wider
initiative to develop a ‘virtual laboratory’ whereby digital twins
exist of a suite of materials characterisation apparatus. The initial
vision of this approach is to have experiment and simulation
running concurrently for improved analysis. Subsequently, an
automated virtual laboratory could perform all characterisation
tests simultaneously to destruction and still use the part in-service.

There are various experimental methods by which thermal
properties can be measured. Laser flash analysis (LFA) is one char-
acterisation test which is increasingly being adopted as the



Table 1
Manufacturer's values for effective (bulk) properties.

Density 675 kg/m3

Pore Size Pore Volume >60 %
Bulk Thermal Conductivity ┴ 240 W/m$K
Bulk Thermal Conductivity ═ 64 W/m$K
Thermal Diffusivity 369� 10�6 m2/s
Average wall thickness 348� 10�6 m
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standard method for measuring thermal diffusivity (by which
thermal conductivity can be inferred). Because LFA is an established
and widely accepted experimental technique we will consider
image-based modelling this test on foam for this work to predict its
thermal properties in silico.

In this work the graphite foam, KFOAM (Koppers Inc., Pitts-
burgh, PA, USA), is considered because of its potential use in nuclear
applications. This is because its comparatively high thermal con-
ductivity, 240W/m�K (approximately half that of copper), and
diffusivity enables rapid heat dissipation in thermally critical ap-
plications. In addition to this, its thermal properties are anisotropic,
with thermal conductivity reducing by 75% in two of the orthog-
onal planes. If utilised correctly, the material micro-structure could
be designed to favourably direct the thermal flow through the
component to reduce thermally induced stresses. Finally, its inert
characteristics mean that it is highly resistant to corrosion in
challenging environments.

By using KFOAM as an example, this paper investigates the
potential of using image-based finite element method to simulate a
standard laboratory test. Thus, if the bulk properties of a solid
equivalent are already known, it is shown how this technique may
be used to characterise effective properties. Here we assess suit-
ability for characterisation of thermal properties, but the same
principle applies to other material properties. Initially this is
intended to supplement experimental work, once there is sufficient
confidence in the technique it could be used to significantly reduce
and maybe replace experimental testing for similar materials
where microstructure dominates the effective material properties.
The paper then presents a case study of how IBFEMmay be used to
virtually analyse the performance of a newly manufactured mate-
rial used in its desired manner. This is achieved by digitally ‘cutting’
the manufactured block of graphite foam to the required di-
mensions to be included within a component. The more conven-
tional materials within the component are added using standard
computer aided design (CAD) to produce a hybrid CAD-IBFEM
model, a form of digital manufacturing. This method gives an es-
timate of the in-service behaviour of a novel material can be ach-
ieved without experimental work. Additionally, this should
produce estimates with a higher degree of accuracy because the
complex anisotropic behaviour of the material is inherent to the
model instead of using homogenisation methods. The example
used in this paper is that of a divertor monoblock (a heat exchange
component) for a tokamak, a type of fusion energy device.

2. Material

The graphite foam selected for use was KFOAM P1 HD (Koppers
Inc., USA). KFOAM is produced from mesophase pitch which is
derived from coal tar. The foaming process was devised at Oak
Ridge National Laboratory, USA and has been licensed to Koppers
Inc [24e26]. The foam is produced at pressure and carbonized at
0.2 �C/min to 1000 �C then graphitized at 10 �C/min in argon to
2800 �C with a 2-h soak at temperature. Further details of the
manufacturing process can be found in the paper by Klett et al. [27].
The material properties of interest to this investigation, as reported
by the material manufacturer3 are shown in Table 1. The ┴ and ═
symbols denote perpendicular and parallel orientation to the base
plane from which the foam was ‘grown’ during manufacture. The
manufacturer informed the authors that the bottom 3.2mm of the
sample would have a different foam structure as an artefact of the
manufacturing process. They would normally remove this region
3 “KFOAM® j Koppers.” [Online]. Available: http://www.koppers.com/pages/
kfoam. [Accessed: 26-Jul-2016].
by machining before sending to customers, but it was left as part of
the sample for the purpose of this study demonstrating the
advantage of in silico material ‘preparation’.

3. Methodology

This section details the methodology for (i) three-dimensional
imaging using X-ray computed tomography, (ii) processing of CT
image data and conversion into digital geometry (iii) finite element
mesh generation, (iv) definition of simulation boundary conditions,
equation solution parameters and results analysis. The following
results and discussion sections follow the same format. Fig. 2 is a
schematic showing theworkflow of the image-based finite element
method and the software used at each step.

3.1. X-ray computerised tomography (CT) scanning

X-ray tomography scanning was performed using a Nikon
Metrology 225 kV system at the Manchester X-ray Imaging Facility,
Research Complex at Harwell, Rutherford Appleton Laboratory, UK.
Imaging and reconstruction parameters are shown in Table 2. The
voltage and current parameters relate to the electron gun aimed at
a target to produce X-rays. The X-ray signal is passed through the
specified filter before being incident on the sample and then de-
tector. During reconstruction, beam hardening occurs when poly-
chromatic beams are used and the soft X-rays (lower energy) are
filtered by the sample giving the false appearance of a change in
attenuation through the sample. That is, the change in greyscale
through the material is not caused by a change in the material (e.g.
density) but rather an artefact of the imaging technique. Noise
reduction is a standard image processing method that utilises
smoothing algorithms. The digital filters used to correct for beam
hardening and noise range from 0 to 5, with 5 being the strongest
correction level.

To avoid the release of carbon dust from the sample it was
scanned whilst within a sealed plastic bag. The bag is sufficiently
transparent to X-rays that it will not adversely affect the imaging.
Reconstruction of the 3D volume from 2D radiographs was
completed using CT Pro V3.1.4785.19683 (Nikon Metrology NV,
Tring, Hertfordshire, UK).
Fig. 2. Schematic showing the workflow of the image-based finite element method
and the software used at each step. (A colour version of this figure can be viewed
online.)

http://www.koppers.com/pages/kfoam
http://www.koppers.com/pages/kfoam


Table 2
X-ray tomography scanning and reconstruction settings.

Scanning Reconstruction

Voltage (kV) Current (mA) Filter (mm) Acquisition time (s/projection) Number of projections Frames/projection Beam hardening Noise reduction

70 143 Al, 2 1 2001 1 0 1

Fig. 4. Schematic showing approximate locations of the nine LFA disc samples digitally
‘cut’ from the graphite foam block. (A colour version of this figure can be viewed
online.)
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3.2. Image post-processing

CT data output essentially consists of a series of 2D slices, e.g.
Fig. 11. The sliced data is made up of pixels with an associated
greyscale value, giving information about the extent to which X-
rays are attenuated in that point in space. In between the slices the
data is interpolated to create volumetric pixels, commonly known
as voxels. When the slices are stacked together these represent a 3D
volume.

Before being able to create an FE mesh the data must go through
a ‘segmentation’ process to define which regions or ranges of
greyscale values belong to the various materials. To carry out this
step the open source software Fiji [28] was used which is a specific
distribution of ImageJ [29] which includes plugins specifically to
facilitate scientific image analysis. The image was first cropped to
remove the sample bag, sample holder and outer air. By use of
greyscale thresholding, both foam and porous phases were defined
resulting in a binarised 3D volume image.

At this stage the binarised images were analysed to investigate
the graphite foam's structure. The number of voxels belonging to
the foam give its volume because the volumes of the voxels are
known. Using this method, it was also possible to quantify the
porosity of the material. By using the graphite foam's measured
mass and actual volume it was possible to calculate the density of
the carbon itself, in addition to the effective density of the foam.

The lower 3.2mm of the sample was digitally removed (crop-
ped) as this contained the foam with a different structure due to
manufacturing method. The external volume was also cropped to
leave only the graphite foam (i.e. remove the external sample bag,
sample holder and surrounding air). To investigate the anisotropy
in the thermal paths through the graphite foam a skeletonisation
process [30] was undertaken on a region of interest (200� 200 x
200 pixels). The skeletonisation process gradually ‘erodes’ (or
thins) the object until its paths are only one voxel in diameter.
When these points are connected they create a centreline. This
makes it possible to perform analyses on the thermal paths through
the foam e.g. lengths and directionality.

The tortuosity, t, is a ratio of the measured path length, L, to the
Euclidian distance, C, (i.e. ‘bee line’) as shown in Fig. 3 and Equation
(1) [31]. Euclidian distances were measured from the centrelines
generated in the region of interest using the ImageJ plugin ‘Analyze
Skeleton’ [32]. Thus, the graphite foam's tortuosity was found in a
range of planes. By this method it is possible to compare how the
Fig. 3. Path length in blue continuous line and Euclidian distance in red dashed line. (A
colour version of this figure can be viewed online.)

t ¼ L
C
¼ Path Length

Euclidian Distance
(1)
tortuosity changes with relation to the foam's orientation as a
measure of the anisotropy. The tortuosity is of interest because the
effective thermal conductivity of the material is directly related to
how ‘quickly’ heat may transfer from one bounding surface to the
other. A longer path may indicate a lower effective thermal con-
ductivity. An ‘image analysis method’ approach has previously been
used to obtain shape factors in a metal foam [33]. This was used in a
derivation of an analytical solution that included tortuosity as one
element of the approach. In that instance, the foamwas isotropic in
its micro-structure.
3.3. FE mesh generation

To generate the FE meshes the binarised volume images were
imported into ScanIP, part of the Simpleware suite of programmes,
version 7 (Synopsys Inc., Mountain View, CA, USA). Two sets of
meshes were created: a) cylindrical discs as used for laser flash
analysis (LFA) experiments and b) fusion divertor monoblock
components with a foam interlayer.

Important to the validity of any results calculated by FE is the
‘quality’ of the elements that make up the mesh i.e. how closely
they match the ideal geometry of an equal sided tetrahedron or
hexahedron. If elements are highly distorted they are known to
cause numerical difficulties, often overpredicting stiffness or
Fig. 5. Example virtual LFA KFOAM cylindrical disc digitally ‘cut’ from larger foam
block. Also shown is the thermal flux load boundary condition applied to disc samples
in LFA experiment simulation. (A colour version of this figure can be viewed online.)



Fig. 6. Virtual manufacturing workflow: graphite foam interlayer digitally cut from block, CAD pipe and CAD armour added, respectively. Also shown are boundary conditions used
to simulate conditions in the divertor region of a fusion device. Red dashed line through monoblock centre shows location of temperature profile path used for analysis in section
4.4.3. (A colour version of this figure can be viewed online.)

Fig. 7. Image showing level of mesh refinement used to accurately retain micro-
structural detail. (A colour version of this figure can be viewed online.)

Fig. 8. Analytical problem of a cubic volume with unit initial temperature and fixed
zero surface temperature.

Fig. 10. X-ray tomography slice of graphite foam.
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resistivity in mechanical or thermal models, respectively. For
image-based models this can be particularly challenging because of
the non-idealised freeform geometries. Conventional metrics were
used to investigate the mesh quality (e.g. ratio of longest to shortest
edge length), looking at the mean results and the worst elements.
Fig. 9. Mesh output from Simpleware, with micro-scale features accurately captured. Als
simulation. (A colour version of this figure can be viewed online.)
3.3.1. In silico experiment: laser flash analysis (LFA)
The LFA cylindrical discs (or pucks) were digitally ‘cut’ out of the

graphite foam block to have a diameter of 12.7mm and a thickness
of 4mm. Three discs were cut from each orientation (xz, yz and xy),
one from the centre of the block and one each side, offset by
approximately 1/4 and 3/4 along the axis of that orientation. Thus,
there were nine virtual LFA discs in total, as shown in Fig. 4 (Xlow,
Xcentre, Xhigh, Ylow, Ycentre, Yhigh, Zlow, Zcentre and Zhigh). An
example is shown in Fig. 5.

In an LFA experiment a laser is pulsed on one surface of the
sample while an infrared camera tracks the temperature rise on the
opposite surface. If the disc was to be used in an LFA experiment in
o shown are the materials assigned to each phase of the monoblock model for each



Fig. 11. Slice from a region of interest within the graphite foam showing (a) X-ray attenuation map (b) binarised image from thresholding (c) skeletonisation of 3D structure.
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its current form the laser would interact with the graphite foam at
various penetration depths into the sample because it does not
have a solid upper surface. Similarly, the infrared camera would see
temperatures at a range of depths through the sample where there
is a direct line of sight. In some samples there may be a direct line of
sight between the laser and infra-red camera. This would make
measuring thermal diffusivity of a foam via LFA extremely chal-
lenging. To mitigate this, a method used by Zhao et al. [34] was to
sandwich the foam between two solid layers. To emulate this,
additional thin solid layers of graphite (0.25mm) were digitally
added to the top and bottom of the discs assuming a bond which is
in perfect contact with the graphite foam.

3.3.2. Case study: fusion energy heat exchanger component
For the monoblock, a ring shaped interlayer section (inner

diameter¼ 12mm, thickness¼ 1mm) was virtually cut out of the
digital foam cube and joined to CAD versions of the outer armour
(22mm� 22mm x 4mm, central bore with 14mm diameter bore)
and coolant pipe (inner diameter¼ 10mm, thickness¼ 1mm) to
produce a micro-scale accurate virtual monoblock, as shown in
Fig. 6.

Once the desired geometries had been constructed they were
converted into tetrahedral FEM meshes with sufficiently fine res-
v ¼ jðx; aÞjðy; bÞjðz; cÞ

v ¼ 64

p3

X∞
l¼0

X∞
m¼0

X∞
n¼0

ð�1Þlþmþn

ð2lþ 1Þð2mþ 1Þð2nþ 1Þ cos
ð2lþ 1Þpx

2a
cos

ð2mþ 1Þpy
2b

cos
ð2nþ 1Þpz

2c
e�al;m;nt

(2)

4 ParaFEM [r2084] https://sourceforge.net/p/parafem/code/2084.
olution to retain the microstructural detail, as shown in Fig. 7.
Within the Simpleware software the meshing algorithm ‘þFE Free’
was used. Whilst discretising the surfaces and volumes, this algo-
rithm will decimate using larger elements where possible whilst
retaining geometric detail within set error limits. Reducing the total
number of elements decreases the computational expense.
Through trial and error, a coarseness setting level of �10 and �25
was found to produce a desirable balance between mesh ‘quality’
and number of elements for the LFA and monoblock meshes,
respectively.

3.4. Simulation

To resolve small-scale features, IBFEM meshes can contain
millions of elements compared with tens of thousands usually
produced by CAD-based models. This reflects the true topology of
complex surfaces (such as foams) that cannot be represented using
primitive or simple CAD geometries. When topological detail is
required, larger mesh sizes result in more calculations. Commercial
FEM software packages cannot solve these large and complex
simulations on desktop PCs. Furthermore, commercial FEM soft-
ware is not suited to supercomputers because they do not make
efficient use of parallelisation. Therefore, the open source solver
ParaFEM, revision 2084,4 developed by the authors [35e37], was
used because it has previously been shown to scale well on parallel
computing architectures i.e. the time to solve almost halves as the
number of computational cores doubles [38], [39]. Visualisation
and analysis of results was performed using ParaView, version 4.4
64-bit (Kitware Inc., Clifton Park, New York, USA).
3.4.1. Verification of thermal simulation
Verification of the parallel program developed by the authors

was performed by constructing a problem whose results could be
compared directly with an analytical solution. The problem chosen
was a three-dimensional cuboid (confined by the domain -a < x< a,
-b< y< b, -c< z< c) with unit initial temperature and zero surface
temperature, as shown in Fig. 8. See Carslaw & Jaeger [40] for more
details.

The analytical solution for the temperature, v, can be described
by the triple Fourier series;
where al;m;n ¼ kp2

4

"
ð2lþ1Þ2

a2 þ ð2mþ1Þ2
b2 þ ð2nþ1Þ2

c2

#
, and the thermal

diffusivity, k; is defined by its relation to thermal conductivity,
density, and specific heat capacity, k ¼ K=rcp.

To represent the analytical problem in a FE form, a cuboid with
dimensions a¼ b¼ c¼ 2 was constructed. The main expected use
of this program is image-based modelling which typically requires
an unstructured mesh with large number of elements, therefore to
best represent this use tetrahedral elements were chosen. The
boundary conditions were such that the whole domain was given
unit initial temperature and surfaces were fixed to zero for all
subsequent time steps, with values being specified at the nodal
locations. Material properties for oxygen free high conductivity
copper (OFHC) were given.

https://sourceforge.net/p/parafem/code/2084


Table 3
Time stepping scheme for LFA simulation.

Solution step Time step interval (s) Number of time steps

1 0.2000E-06 20000
2 0.4000E-06 20000
3 0.8000E-06 20000
4 0.1600E-05 20000
5 0.3200E-05 20000
6 0.6400E-05 20000

Table 4
Time stepping scheme for monoblock simulation.

Solution step Time step interval (s) Number of time steps

1 0.000001 100
2 0.00001 190
3 0.0001 180
4 0.001 180
5 0.01 180
6 0.1 30
7 0.5 10
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Additionally, the same analytical problem was prepared in a
well-known commercial FEA software package for comparison.

3.4.2. In silico experiment: laser flash analysis
The required boundary conditions to accurately simulate the

laser profile of an LFA experiment have already been discussed in
detail by Evans et al. [41], this work uses the same methodology. In
brief, a thermal flux pulse is applied to one surface of the disc using
a flux load distribution profile as shown in Fig. 5 to simulate the
laser found in the experimental apparatus. The temperature rise on
the opposite surface is tracked with respect to time to measure the
half-rise time, t1/2. Using the exact same post-processing analysis as
the laboratory experimental method, the half-rise time of the curve
is used to calculate the thermal diffusivity, a, of a sample of thick-
ness d, see Eqn. (3). This equation is a simplified version of a more
complete mathematical model [42] which accounts for some real
world mechanisms not included in these simulations (e.g. emis-
sivity). When combined with density, r, and specific heat capacity,
cp, this may be used in turn to calculate thermal conductivity, k, as
shown in Eqn. (4). To further gain confidence in the model, the
temperature rise, dT, of the sample may be verified against a
calculated value by knowing the applied energy from the laser, Q,
and the theoretical mass, m, from its density and volume, V, see
Eqn. (5).

a ¼ 0:1388,
d2

t1=2
(3)

k ¼ arcp (4)

dT ¼ Q
mcp

¼ Q
rVcp

(5)
Table 5
Thermal conductivity alignment used for IBFEM and CAD LFA simulations.

Thermal conductivity

Kx (W/m�K) Ky (W/m�K)
IBFEM Cgraphite 978 1950
IBFEM Cavg_graphite 978 978
CAD Cfoam 64 240
CAD Cavg_graphite 978 978
A time dependent heat flow analysis was carried out simulating
a 0.252 s duration of the LFA experiment. For increased temporal
resolution during periods of high gradients (i.e. near the start of the
simulation) a variable time step size was used. Details of how the
time step size was varied can be found in Table 3. The backward
Euler time-stepping method was used with an iterative solver
tolerance of 1.0� 10�6.
3.4.3. Case study: fusion energy heat exchanger component
When modelling the monoblock, boundary conditions were

prescribed in such a way to emulate conditions in the divertor re-
gion of a fusion device, as shown in Fig. 6. Thesewere a global initial
temperature of 150 �C, thermal flux of 10MW�m�2 on the plasma
facing surface and a fixed temperature of 150 �C on the inner pipe
wall due to the water coolant.

A transient heat flow analysis was carried out to determine the
time required to achieve a steady state temperature. The same
backward Euler time-stepping method was used as in the LFA
simulation. For increased temporal resolution during periods of
high gradients (i.e. near the start of the simulation) a variable time
step size was also used. Details of how the time step size was varied
for this simulation can be found in Table 4.

The LFA simulation included a relatively short transient event,
i.e. the laser pulse, and the purpose of that simulation was to
accurately measure the travel time the pulse through the sample.
Because the monoblock simulation only included steady-state
boundary conditions, i.e. the plasma thermal load, it was possible
to use fewer time steps with larger intervals to calculate the tem-
perature profile.
3.5. Material properties

CAD based modelling typically averages localised variations, e.g.
caused by microstructure, over a larger volume in a process called
homogenisation, e.g. Refs. [43], [44]. In a CAD based model, the
graphite foamwould be represented by a solid volume representing
both graphite and porous phases and be assigned effective material
properties. Rather than homogenising, IBFEMmodelling represents
each distinct phase separately. The investigation presented in this
paper uses both CAD and IBFEM simulations for comparison. To
undertake the range of simulations described in section 3.4 several
sets of material properties are required as described below.

For the IBFEM LFA simulations, the material properties of
graphite were required which were obtained from literature values
[45]. In addition to the anisotropy of the foam microstructure,
graphite is a highly anisotropic material on the molecular scale. Its
thermal conductivities near room temperature are 1950 W/m�K
and 5.7W/m�K parallel and perpendicular to the basal planes,
respectively. To investigate the effect of this inherent property two
variations of the IBFEM LFA model were used. Firstly, the models
were given the literature values for graphite. One plane of high
thermal conductivity was aligned in the direction the foam was
manufactured (y axis). Then, assuming an equal distribution in the
other two planes, an average of the high and low thermal
Density Specific heat

Kz (W/m�K) r (kg/m3) cp (J/kg�K)
978 2200 709
978 2200 709
64 675 964
978 2200 709



Table 6
Material properties used for IBFEM and CAD monoblock simulations.

Thermal conductivity Density Specific heat

Kx (W/m�K) Ky (W/m�K) Kz (W/m�K) r (kg/m3) cp (J/kg�K)
W 160 160 160 19279 134
CuCrZr 339 339 339 8840 386
Cfoam 240 64.0 240 675 964
Cgraphite 978 1950 978 2200 709
Cavg_graphite 978 978 978 2200 709

Fig. 12. 3D visualisation of the skeletonised region of interest from the graphite foam and naming convention used for Cartesian and spherical systems. (A colour version of this
figure can be viewed online.)
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conductivity values were given in the (x and z axes). Secondly, an
isotropic thermal conductivity was applied in order to have a result
that was purely affected by the foam microstructures and not
anisotropic properties of graphite which used the same averaged
value in all planes. This arrangement of material property align-
ment is shown in Table 5. The temperature dependent material
properties of graphite were used, the values shown in Table 5 are
near room temperature for comparison purposes.

In addition to the IBFEM LFAmodels, a homogenised CADmodel
of a solid disc was solved for comparison. Two CAD models were
created a) Cfoam using the graphite foam manufacturer's homoge-
nised anisotropic material properties (i.e. effective properties
measured experimentally, see Table 1) and b) using Cavg_graphite i.e.
where k¼ 978W/m�K in all directions. The CAD simulations were
performed to demonstrate whether simulating the LFA experiment
in this manner is an appropriate method to back calculate the
material's thermal conductivity. That is, to test whether results for
thermal conductivity derived from simulating the experiment
match the input values.

For the IBFEM monoblock model the Cgraphite values from liter-
ature were used. In order to compare with standard CAD practice,
the same simulation was repeated twice using homogenised CAD
based models. Firstly, the CADanisotropic model used the Cfoam
properties with the plane of higher thermal conductivity aligned
parallel to the direction of the thermal load. Secondly the CADiso-

tropic model used the Cavg_graphite material properties applied to the
homogenised CAD interlayer. This was to create a comparative
isotropic baseline to test the sensitivity of the model to changes in
thermal conductivity of the interlayer. The values for all the ma-
terial properties used are shown in Table 6. The temperature
dependent material properties were used, the values shown are
near room temperature for comparison purposes. For consistency
and to remove any potential influence of mesh dependency all
models used the same mesh geometry i.e. nodal coordinates and
element structure. To homogenise the interlayer, the CAD models
applied the same material properties to both foam and porous
phases. The three variations of material property assignment, i.e.
CADanisotropic, CADisotropic and IBFEM, are as labelled in Fig. 9.

4. Results

4.1. X-ray computerised tomography (CT) scanning

Considering the distances between the cone beam X-ray source,
sample and detector a voxel width of 35.4 mm was achieved. An
annotated example tomography slice is shown in Fig. 10.

4.2. Image post-processing

An example tomography slice showing the steps from greyscale
to binarised to skeletonised image is shown from the region of
interest in Fig. 11. The skeletonised form is more easily viewed in
3D, which is shown in Fig. 12.

The sample's external dimensions and mass, m, were measured
with a micrometre and a digital balance, respectively. The external
volume, V, and effective density, r, were calculated from these
values (i.e. V¼ h x w x d and r¼m/V). Despite the inclusion of the
3.2mm layer at the bottom, the calculated value of 671 kg/m3 is
relatively near the manufacturer's value of 675 kg/m3. These results
are shown in Table 7.

The actual volume of a region of interest from the graphite foam,
rather than external sample volume, was measured from the
segmented image. This was found to be 2.72� 10�5m3. By also
knowing its external dimensions it was possible to calculate the
sample's porosity and the density of the graphite. These are also
shown in Table 7 along with the manufacturer's value for porosity
and a literature value for the density of graphite [45].

Shown in Fig. 13 is the variation in tortuosity with respect to



Table 7
Metrology of graphite foam sample as stated by the manufacturer, measured externally and by analysis of X-ray tomography image.

Foam (Manufacturer) Sample (Effective) Region of interest (Graphite) Graphite (Literature [45])

Dimensions 0.044� 0.044� 0.045m
Mass 0.0585 kg
Volume 8.71� 10�5 m3 2.72� 10�5m3

Porosity >60% 68.8%
Density 675 kg/m3 671 kg/m3 2151 kg/m3 2200 kg/m3

Table 8
Variation in tortuosity along the path through the graphite foam in line with the
Cartesian axes.

Axis x y z

t (average) 1.38 1.46 1.36
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changing orientations in q and f, as defined in Fig. 12, as measured
via the skeletonisation of a region of interest. For comparison with
the orientations used by the manufacturer for measuring thermal
conductivity, the tortuosity along the x, y and z axes are given in
Table 8.

For the hybrid CAD-IBFEM monoblock model an additional
variable is introduced in the form of converting CAD drawings of
the armour and inner cooling pipe into the discretised image space
i.e. curved volumes into voxels. It is useful to validate this process
by comparing the calculated volumes from the prescribed di-
mensions with the volumes measured by counting voxels assigned
to each part. This is shown in Table 9.

4.3. FE mesh generation

4.3.1. In silico experiment: laser flash analysis
The accuracy of the meshing to represent the graphite foamwas
Fig. 13. Variation in tortuosity along the path through the graphite foam with respect
first verified by calculating the porosity of the ‘cut’ LFA samples.
This was accomplished by measuring the FE mesh volumes for the
graphite foam samples from nodal coordinates and comparing
these against the porosity of the segmented image in the locality of
the surrounding region of interest. This is an informative check
because the original image data is discretised into cuboids (voxels)
and during meshing smoothing operations are performed to better
represent the curved surfaces of the real material. These results are
shown in Table 10.
to q (top) and f (bottom). (A colour version of this figure can be viewed online.)



Table 9
Dimensions and expected volume of each monoblock section according to design. OD¼ outer diameter, ID¼ inner diameter, l¼ length.

Dimensions
(mm)

Geometric Volume (mm3) Voxel count Segmented Volume (mm3)

W Cuboid with pipe bore (22� 22 x 4) e (ID¼ 14, l¼ 4) 1320 31384394 1390
CuCrZr Pipe

OD¼ 12, ID¼ 10, l¼ 4.5
156 6941170 156

Interlayer (foam þ pores) Pipe
OD¼ 14, ID¼ 12, l¼ 4

163 4230825 151

Total 1639 42556389 1697

Table 10
Comparison of porosity of segmented image region of interest with FE mesh of sample.

LFA sample (name denotes axis and
location)

Porosity from raw image data in cuboid sub-volume around LFA disc
sample (%)

Porosity within LFA disc sample after conversion to finite
elements (%)

Xlow 64.49 64.32
Xcentre 64.80 64.66
Xhigh 64.13 63.97
Ylow 63.73 63.56
Ycentre 64.81 64.66
Yhigh 63.72 63.56
Zlow 64.59 64.45
Zcentre 64.75 64.59
Zhigh 64.05 63.90

Average 64.34 64.19
Standard Deviation 0.418 0.422

Table 11
Statistical analysis of monoblock FE mesh geometries from CT image.

Element count Volume (mm3) Surface area (mm2) Ratio (area/volume)

W 2646130 1390 1220 0.9
CuCrZr 785241 157 386 2.5
Pores 2451773 115 838 7.3
Foam 1042211 34 611 18.0
Total 6925355 1697
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4.3.2. Case study: fusion energy heat exchanger component
The volume of the meshed monoblock model can be checked

against the values in Table 9 for further dimensional changes from
the original data introduced at the meshing stage, this is shown in
Table 11. Additionally, Table 11 contains further analysis of the
parts’ geometries showing measured surface areas and the calcu-
lated ratio between volume and area.
Fig. 14. Comparison of results from ParaFEM and a commercial solver against an
analytical solution using identical input parameters. (A colour version of this figure can
be viewed online.)
4.4. Simulation

4.4.1. Verification of thermal simulation
Fig. 14 compares the results between ParaFEM and the com-

mercial solver using the same mesh and input parameters against
the analytical solution. Even for such an ‘idealised’ simulation, it
can be seen that the commercial solver includes a non-negligible
error in its result which is greater that observed in ParaFEM's re-
sults. Therefore, it can be concluded that ParaFEM can offer suffi-
ciently accurate results acceptable for this kind of simulation.

Firstly, it is worth considering the CAD models to validate the
methodology of calculating thermal conductivity by simulating the
LFA experiment. Fig. 15 a) shows the temperature rise on the rear
face of the sample as would be measured by an infra-red camera in
an experimental setup. To facilitate visual comparison of the half-
rise time it is convenient to normalise the temperature variation
between the sample's initial and maximum temperatures as shown
in Fig. 15 b).

By comparing the thermal conductivity values calculated from
the simulation results (see Table 12) with the original values that
were input as the models' material properties (see Table 6), there is
good agreement for all three samples (i.e. regardless of anisotropy
in material properties). The difference between these values for the
models where thermal conductivity did not vary with temperature,
i.e. Cfoam┴ and Cfoam═, was less than 1%. For the CAD model that



Fig. 15. a) Absolute and b) normalised temperature rise on rear surface of solid CAD-
based LFA models. (A colour version of this figure can be viewed online.)

Fig. 16. Normalised temperature rise on rear surface of IBFEM samples using the
material properties for a) Cgraphite and b) Cavg_graphite. (A colour version of this figure can
be viewed online.)
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included temperature dependant material properties, Cavg_graphite,
the difference between the room temperature thermal conductivity
and that measured by the simulation is 8%. The initial and final
temperatures of the sample during the test are 27 and 32.5 �C.
Therefore, not only does the thermal conductivity change during
the simulation but also density and specific heat capacity which are
used to calculate effective thermal conductivity. Because of this, the
prescribed and measured thermal conductivities are not directly
comparable therefore a difference of 8% is reasonable considering
this. A useful additional validation is to compare the samples’ final
temperatures against analytical calculation. These match very
closely for Cfoam┴ and Cfoam═, and within 1% for Cavg_graphite.

These checks validate that it is possible to calculate a disc sha-
ped sample's thermal conductivity by simulating the LFA experi-
ment and processing simulation results in the same way as their
experimental counterparts.

4.4.2. In silico experiment: laser flash analysis
For the IBFEM models there was a negligible difference in the

results of the samples taken from the same plane (e.g. Xlow,
Xcentre and Xhigh). For clarity in the data, only the results from the
‘centre’ samples of each plane are shown (i.e. Xcentre, Ycentre and
Zcentre). Fig. 16 shows the normalised temperature rise on the rear
surface of the samples using the material properties for a) Cgraphite
and b) Cavg_graphite. The thermal characterisation values derived
from these curves are shown in Table 12. The error was calculated
as the difference between the numerical result and the expected
value.

4.4.3. Case study: fusion energy heat exchanger component
The following results demonstrate the use of IBFEM with a

component simulated under in-service conditions. Fig. 17 shows a
comparison of the temperature from a central plane of the
Table 12
Measured and calculated results from LFA simulations.

Half-rise time Thermal diffusivity Eff

(s) x 10�3 (m2/s) (W

CAD Cfoam┴ 0.0060 0.367 23
Cfoam═ 0.0227 0.098 63
Cavg_graphite 0.0047 0.471 90

IBFEM Xcentre 0.0135 0.218 17
Cgraphite Ycentre 0.0098 0.299 24

Zcentre 0.0134 0.219 17

IBFEM Xcentre 0.0146 0.201 16
Cavg_graphite Ycentre 0.0158 0.186 15

Zcentre 0.0145 0.202 16
monoblock once steady state had been reached for the three sim-
ulations performed (CADanisotropic, CADisotropic and IBFEM). The
second row of images is focussed closer on the material interface
region with temperature bounds rescaled to show additional in-
formation. The third row shows the surface temperature of the
coolant pipe. Despite primarily providing qualitative data, it is
helpful to visualise the temperature contours resultant from the
thermal flux applied to the plasma facing surface and heat sink in
the coolant pipe.

In order to obtain quantitative data from these models a tem-
perature profile was taken through the monoblock. The path was
drawn from the centre of the bottom surface to the centre of the
plasma facing surface, as shown in Fig. 6. The results for eachmodel
are combined in Fig. 18, which also notes the change in material
along the path (shown along the lower horizontal axis). Fig. 19
shows the temperature for the point at the start of this path (i.e.
on the rear surface) with respect to time.

5. Discussion

5.1. X-ray computerised tomography (CT) scanning

The manufacturer states that the average wall thickness in the
graphite foam is 348 mm. Because the X-ray tomography setup used
here yields a voxel width of 35.4 mm it is appropriately suited to
accurately image the foam. The image provides an average of 10
voxels across the wall thickness.

5.2. Image post-processing

It can be seen that the values for porosity and density calculated
from the processed image are comparable to within ~2% of those
ective thermal conductivity Error Measured dT Calculated dT

/m�K) (%) (�C) (�C)

9 �0.47 16.29 16.27
.6 �0.65 16.29 16.27
0 �7.9 5.49 5.55

6 170 11.41 11.41
3 1.3 11.33 11.33
8 180 11.34 11.34

2 N/A 11.41 11.41
1 N/A 11.34 11.33

4 N/A 11.34 11.34



Fig. 17. Temperature contour map on (i) central plane of monoblock, (ii) region of interest and (iii) on coolant pipe surface once steady state had been reached for (a) CADanisotropic,
(b) CADisotropic and (c) IBFEM simulations. (A colour version of this figure can be viewed online.)

Fig. 18. Temperature profile along path shown in Fig. 6 for all three models once
equilibrium was reached (also denoting material section along the lower horizontal
axis). (A colour version of this figure can be viewed online.)

Fig. 19. Normalised temperature with respect to time at the centre of the rear facing
surface (i.e. start point of profile path in Fig. 6). (A colour version of this figure can be
viewed online.)
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cited elsewhere (also shown in Table 7). This indicates that the
digitisation of the foam on a microstructural level is an accurate
representation.
When considering the variation of tortuosity with respect to
changing orientation clear trends can be seen. As the azimuthal
angle, q, varies from 0� to 90�, tortuosity decreases from ~1.25 to
1.1 at the midpoint of 45�, then increases back to its original peak
similar to 2p of a cosine curve. For variation in the polar angle, f,
from �90� to þ90� a similar behaviour is observed from peaks of
~1.22 to troughs of 1.18, but with three peaks emulating 4p of a
cosine curve. It should be noted that the peak at 0� has a higher
value of 1.26. The averaged values along the Cartesian axes show
that the tortuosity in the x and z axes are similar to each other to
within 1.5%. However, the average tortuosity is ~6.6% higher along



Ll.M. Evans et al. / Carbon 143 (2019) 542e558554
the y-axis. This would indicate that the thermal conductivity would
be lower along the y-axis, i.e. in the direction the foamwas ‘grown’
during manufacture, compared to the perpendicular plane. This
observation contradicts the manufacturer's measured values,
Table 1. Therefore, it can be deduced that multiple mechanisms are
contributing to the parentmaterial's effective thermal conductivity.
Although tortuosity is one of the factors it is an oversimplification
of heat transfer, omitting mechanisms such as heat flow rates or
heat losses. Image-based modelling will account for anisotropy in
the local material properties, the cross-sectional areas of the flow
channels through accurate topological representation and there-
fore better approximate the effective change.

For the image created from the CAD-IBFEM hybrid monoblock,
the values for the calculated image volumes and prescribed CAD
dimensions are comparable. The volumes of the inner CuCrZr pipe
are identical however there is a small difference in both the armour
and interlayer volumes. This is due to operations performed at the
armour-interlayer interface to convert curved geometries into voxel
data (cuboids) which have caused an overall change in outer
diameter of the interlayer. The voxels for this image are cubes with
a side length of 35.4 mm, therefore incorrectly determining the
interlayer or armour dimensions by one voxel would result in a
volumetric change of 3.1mm3 or 23mm3, respectively. From the
variation in expected and resultant volumes it can be calculated
that the interlayer outer diameter is 13.87mm rather than 14mm.
For this work, this level of divergence from design is not of
importance as the main aim is to relatively compare the results for
the CAD and IBFEM simulations (which use the same mesh and
therefore have the same dimensions).

5.3. FE mesh generation

5.3.1. In silico experiment: laser flash analysis
One metric to indicate consistency in volume is to compare the

porosity of the segmented 3D image data with that of the FE mesh.
It can be seen that there is very little change with the LFA samples;
the FEmesh porosity values are 4.6% lower than those for thewhole
block of graphite foam, shown in Table 7, which is likely due to the
whole block containing the 3.2mm layer at the bottom with a
different microstructure where pores can be observed to be
significantly larger, see Fig. 10.

5.3.2. Case study: fusion energy heat exchanger component
For the monoblock, the agreement between volumes for the

segmented image and FE mesh is very good, any differences are
negligible. As can be expected, the area to volume ratio is lowest for
the armour and highest for the foam interlayer due to its fine
microstructure. These ratios demonstrate that microstructural
detail in the graphite foam have been retained during meshing.

Measuring the mesh quality shows that the meshes do contain
some elements outside the desired quality thresholds for the in-out
and edge length aspect ratios. However, these are only a very small
percentage of the overall mesh (~0.0008%) and all elements are
within acceptable limits for the other metrics. Given the fine res-
olution of the meshes these are unlikely to have a significant effect
on the global results other than in extremely localised regions.
Considering the mean and worst values for mesh quality it can be
observed that the meshes are of adequate quality for FE purposes.

5.4. Simulation

5.4.1. In silico experiment: laser flash analysis
Having verified the methodology for CAD simulations in section

4.4.1 it is now appropriate to evaluate the results of the IBFEM
simulations. The fact that there was a high level of repeatability for
samples digitally ‘cut’ from the same plane shows that there was a
suitably large representative volume to exhibit the effective bulk
behaviour in that plane.

It is worth first considering the results of the Cavg_graphite simu-
lations. The input thermal conductivity for these simulations is
isotropic, therefore the results are not indicative of the real effective
performance but rather are used to investigate effects of the
anisotropy due to microstructure only. Fig. 16 shows the tempera-
ture rise on the rear surface of the sample fromwhich the half rise
time is measured. This is used to calculate thermal diffusivity and
thus effective thermal conductivity, the values of which are shown
in Table 12. Comparing the results of each of the planes it can be
seen that the temperature rises a little slower for the Ycentre (┴
direction) sample compared with Xcentre and Zcentre samples (═
plane). This translates to an effective thermal conductivity that is
~7.4% lower which indicates, as expected from the preliminary
tortuosity analysis (where tortuosity was ~6.6% higher in this di-
rection), that the anisotropy in microstructure does impact the
effective thermal conductivity and greater tortuosity has a corre-
sponding greater reduction in effective thermal conductivity
compared with the input values. As previously stated, this reduc-
tion of thermal conductivity along the y-axis contradicts results
measured experimentally which show a higher effective thermal
conductivity in this direction. Therefore, it is apparent that the
effective thermal conductivity is dominated by the alignment of the
graphitic planes rather than microstructure, but that both mecha-
nisms have a non-negligible effect.

For the Cgraphite simulations, the concept was to use literature
values for graphite combined with the microstructure to predict
effective thermal conductivity. As seen in Fig. 16 the temperature
rises more rapidly for the Ycentre sample (┴ direction) compared
with the Xcentre and Zcentre samples (═ plane). This is opposite to
the Cavg_graphite simulations where the temperature rise was less
rapid for the Ycentre sample but agrees with the experimental
results.

For the Ycentre sample the thermal conductivity reduces in the ┴
orientation from an input of 1950 W/m�K to an effective 243W/
m�K. The manufacturer's stated effective thermal conductivity is
240W/m�Kwhich is a difference of 1%. For the Xcentre and Z centre
samples the thermal conductivity reduces in the ═ orientation from
an input of 978W/m�K to an effective 176 and 178W/m�K,
respectively. The manufacturer's stated effective thermal conduc-
tivity is 64W/m�K which is a difference of 175%. For the ┴ direction
the simulation is in good agreement with experimental results but
poor agreement for the ═ plane. This suggests that the simplistic
assumption made to impose the material properties of graphite on
a cartesian coordinate system overlaid on the foam structure was
insufficient to fully describe the anisotropic behaviour in all
orientations.

Crystallographic work by Klett et al. [46] has shown that the
graphitizing stage of manufacture causes a strong alignment of the
basal plane along the ligament regions of the foam. The conse-
quence of this is that there are fewer thermal barriers to cause
phonon scattering along the ligament which leads to anisotropic
thermal conductivity with the high values in that same direction.
Observations show that there is less alignment in the junction re-
gions therefore they exhibit a more isotropic behaviour. Fig. 20
shows a schematic describing this phenomenon. Characterisation
work of graphite foams has shown a preferential alignment of the
ligaments in the direction of the foam growth [46] [47], which
would account for the higher effective thermal conductivity despite
there also being higher tortuosity in this direction.

That is, in addition to having anisotropic microstructure, the
crystallographic structure of graphitic foams is highly aligned in
some regions but more amorphous in others. To better understand



Fig. 21. Ratio of applied and effective thermal conductivities from IBFEM simulations
with respect to changing mix fraction of thermal conductivities. (A colour version of
this figure can be viewed online.)
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the complex relationship between the graphite foam's material
properties and effective behaviour the improvement on the law of
mixtures suggested by Markworth [48] was used to profile the
change in thermal conductivity in the ═ plane, k═, with respect to
the fractional change between a purely crystalline to purely
amorphous material, f, as shown in Equation (6).

Further IBFEM simulations were performed using thermal
conductivities derived from Equation (6) taken at various mix
fractions. Fig. 21 shows the ratio of applied and effective thermal
conductivities for each mix fraction. Using a second order fit to
these results it was predicted that f¼ 0.238 would produce the
model with effective thermal conductivities nearest those stated by
the manufacturer. This was tested and was found to give effective
thermal conductivities of 237W/m�K in the y-axis, then 63.7 and
64.5W/m�K in the x and z axes, respectively. In this instance, this
method has been used here to back calculate the relation between
the anisotropy on the crystalline scale. The drawback of this
approach is that it has been shown that the thermal conductivity in
the ligaments and junctions is related to the graphitization rate.
Therefore, this factor is specific to this grade of KFOAM and would
need to be recalculated for other variants.

Experimentally, outliers are often found if a sample batch is
sufficiently large. The IBFEM approach will accurately capture
outlier behaviour if the deviation is caused by larger-scale foam
geometry (e.g. presence of larger pores or completely fractured
ligaments). IBFEM will not capture outlier behaviour if it is caused
on a scale smaller than the X-ray image resolution (e.g. differences
in meso-scale cracking within ligaments). Testing here was
repeated by taking samples from various locations within the foam
cube. There was a negligible difference in porosity of the samples
(see Table 10) and consequently in the simulation results i.e. no
outliers were found in this batch to demonstrate this claim.

ke ¼ k┴,
k┴ð1� f Þ þ k═ð1þ f Þ
k┴ð1þ f Þ þ k═ð1� f Þ (6)

Ideally, a better theoretical understanding of the changes in the
crystallographic structure due to manufacturing processes would
enable the mix fraction, f, to be identified analytically for a com-
plete in silico characterisation of the effective thermal conductivity.
An alternative approach would be to sub-divide the foam FE mesh
into junction and ligament regions. In this case it would be possible
to assign isotropic and anisotropic material properties to the
junctions and ligaments, respectively. The material property values
would be derived from the rate of graphitizationwith high thermal
conductivity aligned along the length of the ligament. This is not
trivial because the conductivity alignment would need to be
Fig. 20. Schematic example of graphite foam microstructure showing (a) high align-
ment of graphitic planes in the ligaments and decreased alignment in the junction
regions (b) effect on thermal conductivity with high anisotropy in ligaments and more
isotropic behaviour in junctions. (A colour version of this figure can be viewed online.)
calculated for each ligament by using a transformation matrix to
apply it within the cartesian coordinate system. If achieved, it
should provide a much-improved result.

As a final note on the image-based modelling approach to
thermal characterisation, it is also possible to invert the analysis
procedure to ‘design’ a foam with desirable material properties
based on a true organic structure. That is, once an example of a
manufactured foam had been digitised via X-ray CT it is possible to
digitally alter the image to investigate impact on behaviour. For
example, focussing on features controllable during manufacturing,
the density or porosity fraction can be changed by eroding or
dilating the segmented image to emulate having thinner or thicker
ligaments for an optimal performance.
5.4.2. Case study: fusion energy heat exchanger component
In addition to investigating the characterisation of novel mate-

rials with in silico experiments it is useful to test their in-service
performance within a component to identify the best candidates
prior to manufacturing. The case study presented here is included
as a demonstration of how the image-based modelling approach
may be used instead of CAD-based modelling to investigate this
without having measured the material's effective material prop-
erties experimentally to be included as input data and, despite this,
provide increased accuracy through the inclusion of microstruc-
tural detail.

From images (a-i) to (c-i) in Fig. 17 it can be seen qualitatively
that (a) CADanisotropic and (c) IBFEM have similar temperature pro-
file distributions through the cross-section whereas (b) CADisotropic
differs by generally having lower temperatures. Results for the
CADisotropic model are not included to accurately represent the foam
interlayer, but rather because they are a useful baseline for com-
parison of other results. Therefore, CADisotropic results will only be
referred to when a noteworthy discussion point arises.

Quantitatively, one of the features of interest is the thermal
gradient across the sample which is of significance because
higher thermal gradients indicate higher thermally induced
stresses due to non-uniform thermal expansion. An example
thermal gradient can be taken by considering the distance from
the peak temperature, located on the top corner, down the edge
perpendicular to the plasma facing surface to the location at
which the temperature reaches 220 �C. For the (a) CADanisotropic
and (c) IBFEM models the peak temperatures are 916 �C and
972 �C giving thermal gradients of 49,360 and 51,860 �C/m
respectively. a difference of ~5%.

An obvious difference between the CADanisotropic and IBFEM
models is the temperature field near the interlayer region. Because
CADanisotropic uses a homogenised interlayer the temperature field
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is perfectly symmetrical about the centre, see Fig.17 (a-ii). Although
the temperature for the IBFEMmodel is similar in general, localised
fluctuations can be observed see Fig. 17 (c-ii), due to specific loca-
tions where the foam is in contact with the armour or coolant pipe.
This leads to a small amount of asymmetry overall, that is, the
gradient is different on the left-hand side of the armour compared
to the right-hand side.

The fluctuations and non-symmetry observed in the IBFEM
model (not seen in either CAD model) have been introduced by the
non-uniform geometries included when modelling the graphite
foam on the microstructural level. The impact on the sample is
demonstrated by localised ‘hot-spots’ on the surface of the coolant
pipe as shown in Fig. 17 (c-iii). Although this only causes small
global variations, the ability to consider each manufactured part
individually may be invaluable for optimising the assembly of a
multi-part component. This is a clear benefit over conventional
CAD based modelling.

The main interest in Figs. 18 and 19 is to compare the CADani-

sotropic and IBFEM models to determine whether the new approach
of simulating without knowing effective material properties priori
gives comparable results to the conventional FEA approach. The
CADanisotropic and IBFEM models show a relative level of agreement
despite using a fundamentally different approach to represent
material properties for the interlayer. That is, the CADanisotropic
values are for bulk foam properties as measured experimentally
and the IBFEM values are theoretical based on combining literature
values for carbon with the foam microstructure. The difference in
the applied thermal conductivities in the direction of the thermal
load is 88% but there's only a difference of 7% in the peak temper-
ature in Fig. 18.

As could be expected, the main difference is the temperature
profile through the interlayer region where the models completely
differ in their approach. The profile for the IBFEM model fluctuates
significantly due to passing through foam and porous phases
whereas it is continuous for the homogenised CADanisotropic model.
These are extremely localised fluctuations built into the model, and
therefore, when considering the global effect of the interlayers the
results are comparable. The second observable difference between
the two models is a small variation in temperature on the bottom
surface of the monoblock, 167 �C and 174 �C for the CADanisotropic
and IBFEM models respectively.

The level of agreement shown in this case study demonstrates
the potential benefits and validity of the IBFEM approach with
respect to the widely accepted method of homogenising complex
microstructures for CAD-based modelling.

� By using literature values for material properties and micro-
structure alone IBFEM may predict the thermal performance of
components containing graphite foamwithout prior knowledge
of its effective bulk performance and without measuring those
experimentally. If foam with a new microstructure was pro-
duced it would be possible to model it from X-ray CT data
without the need to perform a time-consuming range of ther-
mal testing. This could be a powerful tool for rapid development
of new functional materials.

� The CADanisotropic model gives a geometrically ideal, and there-
fore symmetrical, result which may be globally valid but does
not provide localised information within the foam. The IBFEM
model may be interrogated at smaller scales to investigate local
fluctuations resulting from the microstructure which could
potentially be significant to the part's structural integrity. De-
velopments underway in this wider field of materials simulation
will allow modelling of the structural integrity at an even finer
scale by using a multiscale cellular automata e finite element
(CAFE) approach [49].
� Finally, the simulation results show significant agreement; dif-
ferences observed are primarily due to the increased microscale
accuracy inherent in the IBFEM model. In scenarios such as this,
where microstructure is a significant contributor to perfor-
mance, additional confidence in predicting performance from a
‘digital twin’ model of a real part may be of significant opera-
tional value if the design is approaching safety limits.

It should be noted that the authors do not propose that image-
based modelling fully replace design-based modelling or lab based
experimental testing but are considered a complementary tool to
expedite development. Design-based modelling comes earlier in
the cycle, before the manufacturing stage, to identify candidate
designs based on theory and previous knowledge.

Here, a hybrid CAD-IBFEM model was presented, which
assumed an ideal interface between the image-based region (foam)
and the design-based regions (armour and coolant pipe). This could
be used to investigate the manufacturing process e.g. selecting the
optimal region from a foam block to machine for use in a compo-
nent and how it should be aligned. Alternatively, simulating the
bonding stages could assess impact on the ligaments at contact
regions (e.g. compression leading to fracture) or optimising braze
filler material by simulating material flow. Yet again, the hybrid
approach could be used to investigate designing the interface area
and topology to optimise for such things as heat transfer.

Full image-based modelling of a complete part can be used to
reduce the number of samples that require manufacturing because
the same sample can be digitally tested to destruction an infinite
number of times. Because of the additional microstructural detail,
image-based modelling has been shown to increase results accu-
racy compared with design-based modelling. However, the results
will only be as accurate as the theory for the range of physical,
chemical and crystallographic mechanisms included within the
simulation andwill not include unknown regimes. For example, the
methodology demonstrated here relies on continuum mechanics
and does not consider atomistic level interactions, like at material
interfaces. Therefore, image-based modelling can be used to reduce
testing but relies on it for verification whilst not all aspects of the
material are included within the analysis.

6. Conclusions

Functional carbon-based materials with material properties
which can be ‘tuned’ exist that are of interest for high-value
manufacturing e.g. in nuclear applications. Some of these mate-
rials have complex anisotropic micro-structures which influence
the effective (bulk) material properties. It can be simple to modify
these micro-structures during manufacturing to change the mate-
rial properties, but experimentally characterising the new effective
performance is often time-consuming and expensive. This work
presented a technique to perform characterisation experiments in
silico by digitising novel materials via X-ray tomography to enable
virtual testing with the image-based finite element method
(IBFEM). By accounting for micro-structure to predict effective
performance, the simulation only requires knowledge of the parent
material which only needs characterising experimentally once. This
may therefore be used to expedite the development of functional
materials by assisting downselection of candidate materials. Pre-
sented here was an example that investigated the thermal con-
ductivity of a graphite foam by simulating laser flash analysis.

In this particular example it was observed that the effective
thermal conductivity was caused by a combination of the graphite
foam's microstructure and crystallographic structure. There was
insufficient data about the crystallographic structure. Conse-
quently, the assumptions made about input material properties
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were too simplistic to predict the effective material properties in all
orientations with a high degree of accuracy. Using literature values
for the material property of graphite, the foam's effective thermal
conductivity was predicted to be 243 and 177W/m�K in the ┴ and ═
plane, respectively. The difference between input and effective
thermal conductivity was due to thermal barriers caused by the
extended thermal path between one surface of the sample to the
other. The graphite foam manufacturer's values, measured experi-
mentally, were 240 and 64W/m�K. By using the law of mixtures, it
was possible to adjust the input thermal conductivity such that the
effective values matched those of the manufacturer. Presently, the
required mix fraction was found empirically meaning increased
understanding of the crystallographic structure is needed. There-
fore, this study demonstrated that this use of IBFEM as a tool to
predict effective material properties shows promise but that its
effectiveness depends on the level of detailed knowledge about the
parent material. Its use with less complex materials such as metals
may be more appropriate.

This work then demonstrated how the image-based modelling
technique may be used to ‘digitally manufacture’ a component
containing such a functional material to assess its performance
under in-service conditions. Doing this in silico reduces the de-
pendency on ‘real’ manufacturing and potentially logistically
challenging experimental testing. A case study was presented
where the functional material (graphite foam) was used as part of a
heat exchange component, termed monoblock, for a fusion energy
device. The other parts of the component were drawn using CAD,
thus a hybrid CAD-IBFEM model was created.

To test the validity of the CAD-IBFEM model its results were
compared to a standard CADmodels of the same component where
the microstructures in the functional material region were homo-
genised and average material properties assigned. The CAD model
used the manufacturer's anisotropic material properties for the
graphite foam which were measured experimentally.

The IBFEM model was in good agreement with the CAD version
which used the manufacturer's properties. This demonstrated that
despite having no prior knowledge of the bulk performance of the
graphite foam, faithfully modelling the geometry of the material on
the microstructural level yielded results comparable to homoge-
nisation techniques. The advantage of the IBFEM technique is that,
in addition to having been shown to increase modelling accuracy
for such materials, the model can be interrogated on a more
localised level to provide potentially critical additional information.
This capability could be used to investigate optimal interfaces be-
tween complex functional materials and their more conventional
counterparts.

Although IBFEM has been used in the context of fusion engi-
neering in this work, it could be used in a broad range of applica-
tions, particularly where materials with complex behaviours are
used and bulk performance may not be easily measured. Ulti-
mately, it is envisaged that IBFEM could be developed for quality
assurance on production lines to gain confidence in component
integrity, thus either increasing fabrication yields or reducing en-
gineering reserve factors.
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