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A B S T R A C T

Diamond’s intrinsic hardness, excellent thermal conductivity and low atomic number make it a highly
promising candidate as a plasma facing material. However, as with the previously used graphite, concerns over
tritium retention and resultant chemical etching have so far limited research interest in the use of synthetic
diamond. In order to study tritium retention, the DELPHI facility at the Culham Centre for Fusion Energy was
used to expose polycrystalline diamond samples to a deuterium plasma. Deuterium ions were accelerated to
an energy of 0.2 keV to 1 keV for a 5 h exposure time, achieving a fluence of approximately 5.5 × 1021 D
m−2. Exposed samples were analysed using Thermal Desorption Spectroscopy. Increasing implantation energy
resulted in additional D2 release peaks observed in the 800–1100 K temperature range that were not seen at
lower energies. These peaks were interpreted as an additional bonding mechanism, a likely candidate for which
is inter-grain deuterium. Experimental work was complemented with molecular dynamics simulations on the
University of Bristol’s high performance computer—Blue Crystal Phase 4. In these simulations, both varying
implantation energy and the presence of grain boundaries were explored. A two-step etching mechanism was
observed, in which the surface initially swelled before carbon removal. No significant differences could be
observed on the inclusion of a grain boundary at the energies tested.
1. Introduction

One of most significant problems facing commercial fusion energy
is the selection of an appropriate plasma facing material (PFM). The
PFM’s primary role is to protect more delicate components of the
reactor from high thermal loads, high energy neutron flux and low
energy ion flux, all whilst exhibiting minimal plasma contamination,
damage and fuel retention. It is incredibly challenging to find materials
that meet these criteria, and current solutions such as beryllium and
tungsten may not be appropriate for planned larger reactors [1–4].
Synthetic diamond grown via chemical vapour deposition (CVD) has
potential as a future PFM. Diamond offers many of the benefits of
previously used graphite whilst demonstrating reduced chemical etch-
ing [5]. Diamond has excellent thermal shock resistance and thermal
conductivity, a high cohesive energy and a low atomic number which
results in minimal radiative cooling from sputtered ions. However, as
with other carbon-based materials, concerns have been raised over the
retention of tritium and deuterium, as well as chemical etching from
exposure to these species [1].

Diamond and boron doped diamond have been shown to have great
potential as a PFM—demonstrating good thermal shock resistance and
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minimal structural changes [4–9]. More research is required to under-
stand the interaction between CVD diamond and hydrogenic species
in fusion relevant conditions in order to assess fuel retention, carbon
etching and the general suitability of diamond going forward.

2. Method

2.1. Experimental

Six thermal grade, TM100, polycrystalline (PC) CVD diamond sam-
ples (provided by Element 6) were exposed to a deuterium plasma in
the Device for Exposure to Low-energy Plasma of Hydrogen Isotopes
(DELPHI) [10] facility at the Culham Centre for Fusion Energy (CCFE).
All samples were implanted at room temperature for approximately five
hours, resulting in an estimated total fluence of at least 5.5 × 1021

D m−2. During implantation of each sample, deuterium ions were
accelerated across potential differences of either 0.2 kV, 0.3 kV, 0.4
kV, 0.6 kV, 0.8 kV or 1 kV.

Samples were stored under vacuum for a week before analysis with
Thermal Desorption Spectroscopy (TDS) using a Hiden Analytica Ltd
vailable online 2 January 2023
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Fig. 1. Output file from partway through a LAMMPS simulation of diamond (red
atoms) bombarded with deuterium atoms (blue atoms) rendered in OVITO [15], with
atom density with respect to the 𝑧 axis overlaid on top. At this point in the simulation,
the diamond has been bombarded with 480 out of a total 4000 deuterium atoms. Atom
densities were calculated by counting atoms within a half unit cell thick slice taken in
𝑧 (green shaded region) every 0.1 Å through the simulation system. Atoms in a unit
cell thick slice of the non-bombarded surface were frozen in place (blue shaded region).
Atom densities of carbon (black) and deuterium (blue) are presented. The surface was
taken to be the solid red line and the dashed line was used as an ion cut-off, beyond
which ions where not considered to be implanted.

Type 640100 TPD workstation [11]. Samples were placed on a hot
plate which was heated from room temperature to 1273 K, at which
it was held for an hour. A heating rate of 10 K min−1 was used.
The presence of residue from an adhesive mounting disc meant one
sample required a protective aluminium nitride layer to protect the
TDS from contamination. This protective layer reduced the temperature
reached by the sample (resulting in lower total counts) and meant
a temperature correction was required [12]. Signals of masses 2, 3
and 4 (corresponding to H2, HD and D2 molecules) were detected and
quantified using H2 and D2 calibrated leaks (with the calibration factor
for HD being an average between the two). In addition to the six
implanted samples, another TM100 sample from Element 6 was used
as a reference sample, undergoing TDS without any previous plasma
exposure.

2.2. Modelling

Molecular dynamics (MD) simulations were performed in LAMMPS
(Large-scale Atomic/Molecular Massively Parallel Simulator [13,14])
to complement and develop understanding of experimental results.
Generally, simulations consisted of a block of diamond bombarded from
below by deuterium atoms. The diamond had a (100) surface of 8 × 8
unit cells (UCs), and a depth ranging from 6–18 UCs depending on
deuterium energy. Periodic boundary conditions in 𝑥 and 𝑦 were used,
whereas non-periodic boundary conditions were selected for 𝑧. The
top layer of UCs (the opposite to the bombardment side, see Fig. 1)
were frozen in position to prevent any movement of the system. The
frozen layer in combination with periodic boundary conditions helped
to mimic a much larger system.

A variable time step was used to ensure accuracy was maintained
across the range of energies tested. A default time step of 0.1 fs was
used and, if required, was reduced to maintain a maximum atom
movement of 0.1 Å. Simulations were performed in a NVT ensemble at
a temperature of 300 K, in agreement with experimental implantation
conditions. A short temperature damping parameter of 100 fs was used
in order to allow the system to return to target temperature after each
bombardment. The centre of mass of the frozen layer was fixed to
prevent movement of the diamond during bombardment.

Deuterium atoms were created at random positions within a box
25 Å below the diamond and given positive 𝑧 velocity corresponding
to the desired implantation energy. Any etched atoms within this
box were deleted prior to creation of the next deuterium atom. The
REBO potential [16,17] was used to describe carbon–deuterium and
2

carbon–carbon interaction. 4000 deuterium atoms where incident on
the simulated diamond surfaces, with 0.5 ps between each bombard-
ment corresponding to a fluence of 4.91 × 1020 D m−2 and a flux of
2.46 × 1029 D m−2 s−1. Due to limitations of computational modelling,
this flux is far higher than seen in DELPHI or in reactors [18]. However,
testing showed no significant changes were observed from decreasing
flux by a factor of four (for fixed fluence). Lower fluxes than this would
be counterproductive, as this would limit the fluence that would be
possible to simulate, and fluence has proven to be far more influential
than flux. Although, the higher flux can become a concern when sput-
tered atoms do not have time to leave the simulation box, potentially
resulting in obstruction of the next bombarding atom. This effect can
be minimised by deleting etched atoms within the creation box before
the next deuterium atom is created.

Simulations explored the 10–140 eV energy range. The lower end
of this range represents typical energies expected to be experienced
by PFMs in ITER [18], whilst the top end is closer to the hundreds of
eV used in DELPHI. It proved challenging to simulate higher energies
that directly overlap with experimental work. Higher energies would
require much larger system sizes and increased relaxation time between
bombardments to cope with the greater penetration and larger temper-
ature fluctuations. Additionally, the increased atom velocities would
require shorter time steps and, perhaps, use of a more computationally
heavy potential.

Simulations were used to compare single crystal (SC) and PC dia-
mond materials. A grain boundary was created by rotating, trimming
and placing a diamond block next to another diamond block of the same
size and original orientation. An energy minimisation was performed on
this new data file and the resultant material was used as the initial data
file for bombardment runs. Rotations of 15◦, 30◦ and 45◦ with (100)
surface orientation were tested.

Various methods were used to analyse simulations. Carbon and
deuterium atoms were counted to calculate sputtering yields and deu-
terium retention. In order to do this, a surface must be determined so
atoms can be classed as within the diamond or not. It was observed
that the system would swell upon deuterium implantation, making
surface determination challenging and the use of a fixed surface height
inappropriate. Instead, the atom density of carbon with respect to 𝑧 was
considered. Atom density plots were made by taking a slice in 𝑧, half
a UC in thickness (see Fig. 1), counting the atoms within this slice and
then dividing by the slice volume. The slice began in the frozen region,
then the 𝑧 limits of the slice moved 0.1 Å along the simulation box and
the atoms were recounted. This process was repeated until the length
of the simulation box had been considered, and an atom density value
for each 𝑧 value had been calculated. The surface height was taken to
be the first 𝑧 value that the atom density values of the previous 2 Å
averaged below half the density of pristine diamond. Carbon outside
of the surface line was considered to be etched, whilst monitoring
of surface height as the simulation progressed gave an insight into
swelling and etching of the diamond. To allow for surface bonding, a
secondary line 2 Å from the surface was considered as the cut-off for
deuterium. Any deuterium beyond this cutoff would not be considered
as implanted. Atom density against 𝑧 for deuterium atoms was also
determined to give depth profiles.

3. Results and discussion

3.1. Experimental

Fig. 2 presents a comparison of TDS spectra for the six samples
implanted at different energies and the reference sample which was
not implanted. It can be seen in Fig. 2a that, as the implantation
energy of deuterium ions increased, an additional release peak in the
900–1100 K temperature range appears. A peak in this temperature
range was not observed in HD or H spectra (Fig. 2b and Fig. 2c
2
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Fig. 2. (a, b and c) TDS spectra of masses 4 (D2), 3 (HD) and 2 (H2) respectively, taken
from six polycrystalline CVD diamond samples provided by Element 6 post deuterium
implantation at various energies and one reference sample without implantation.
Samples were heated at a ramp rate of 10 K min−1 from room temperature to 1273
K at which it was held for an hour. The 400 eV sample (blue) required a protective
aluminium nitride layer, resulting in a reduced maximum temperature and the need
for a temperature correction.

respectively) and differences between sample spectra appears to have
minimal dependence on implantation energy for these masses.

Hydrogen and deuterium were incorporated into the diamond in
different manners; the former was incorporated from the gas phase
during growth, whilst the latter was energetically implanted. Differ-
ences in H2 and D2 spectra are likely to be a result of these differing
processes. CVD diamond growth is conducted in a high hydrogen
environment, as hydrogen preferentially etches sp2C-C over sp3C-C,
so such an environment promotes the growth of diamond rather than
graphitic phases [19]. As a consequence of this, CVD diamond typically
displays a high hydrogen content with the majority residing within
grain boundaries [20]. Therefore, peaks seen in H2 spectra are likely
to correspond to grain boundary binding sites. In contrast, deuterium
was energetically implanted, meaning a wider variety of binding sites
were available compared to the low energy hydrogen. Due to the
similar mass and bonding mechanisms of hydrogen and deuterium,
it would be expected that equivalent binding sites would desorb at
the same temperature. As such, the first peak seen in the 600–800 K
temperature range which is seen in some of the H2, HD and D2 spectra
is attributed to deuterium coming from grain boundary binding sites,
as is the third peak seen above 1100 K. The second peak seen in the
3

D2 spectra (in the 800–1100 K range) becomes more prominent with
increasing implantation energy. No significant peak in this temperature
range can be seen in H2 or HD spectra, suggesting the binding sites
associated with this peak was not accessible to hydrogen bound within
the diamond. Inter-grain binding sites therefore seem a likely candidate
for this temperature range, as minimal hydrogen would be found within
grains. It is also logical that increasing the implantation energy would
result in a greater amount of deuterium successfully penetrating the
grains.

As the initial peak (600–800 K) is present in spectra of all masses
(if not all samples) it is likely that desorption in this range is associ-
ated with weakly bound hydrogen/deuterium within grain boundaries.
Simultaneous hydrogen and deuterium desorption is further supported
by the presence of a peak in HD spectra. No trends can be seen between
implantation energy and the presence of a H2 peak in this region
with 300, 400 and 800 eV samples not presenting H2 peak in this
temperature range. The absence of this peak in these samples is likely
due to variation in growth conditions, as these samples were acquired
together it is probable they were grown in the same batch. Similarly,
the 200, 600 and 1000 eV samples were also acquired as a set and all
presented a peak in the 600–800 K range.

Differences between the initial (600–800 K) and central (800–
1100 K) peaks are a result of hydrogen/deuterium location rather than
differences in bonding type. Another experiment, with a similar setup,
also observed a deuterium TDS peak in the 700–1100 K range for a
diamond exposed to 1000 eV deuterium ions [21]. In agreement with
the interpretation of grain desorption presented here, these deuterium
counts were attributed to sp3C-D defects. Hydrogen and deuterium
are expected to form sp3C-H and sp3C-D defects respectively, upon
interaction with both sp3C-C and sp2C-C [21]. As a result of this, despite
grain boundaries having a higher sp2C-C content [5], there is overlap
between these two peaks in D2 counts. The absence of release peaks in
the 800–1100 K range in HD and H2 spectra shows a clear distinction
between this and the 600–800 K region. Hence, the presence of the
central peak is dictated by location not bonding type.

As the high temperature peak at > 1100 K is prominent in HD and H2
spectra, it is likely to correspond to grain boundary desorption. Some
D2 spectra also displayed a high temperature peak and, as with the
initial peak, this was also interpreted as grain boundary desorption due
to the presence of HD and H2 peaks in this region. Significant hydrogen
diffusion would be expected at these higher temperatures [22], allow-
ing hydrogen/deuterium from deeper within the crystal outgas. The
prominence of H2 and HD compared to D2 suggests some desorption of
hydrogen beyond the interaction volume of the deuterium and the pos-
sibility of hydrogen collecting deuterium whilst diffusing to the surface.
This explanation is further supported by Fig. 3, which shows hydrogen
counts from TDS against time, presenting hydrogen desorption during
the hour fixed at 1273 K (from approximately 5800 s onwards). Once
held at 1273 K, H2 desorption of deuterium implanted samples settles
at a flat rate. This constant outgassing of H2 would be expected for
hydrogen diffusing out of the diamond, instead of a peak in desorption
which would suggest a particular binding type that requires some
threshold energy to desorb. The 400 eV sample was disregarded from
this figure as the temperature correction made comparing desorption
with respect to time against other samples invalid. Currently, it is
unclear why the reference sample does not display the flat desorption
rate of the deuterium implanted samples. The deuterium desorption in
this fixed temperature region is predominately HD, as the amount of
deuterium to successful penetrate to these deeper depths is minimal
and a greater amount of hydrogen relative to deuterium is present.
Furthermore, the 800 eV sample showed the lowest H2 counts with
the highest D2 counts at this peak, suggesting presence of hydrogen
could be limiting deuterium uptake deeper within grain boundaries.
Deuterium peaks at this temperature range in similar set ups have

been attributed to D2 bubbles produced during implantation [21]. This
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Fig. 3. TDS spectra of mass 2, attributed to H2 counts, for five polycrystalline CVD
iamond samples provided by Element 6 post deuterium implantation at various
nergies. Samples were heated at a ramp rate of 10 K min−1 from room temperature to
273 K at which it was held for an hour. A typical temperature profile (brown dashed
ine) is also included. Hydrogen is incorporated into the diamond during growth rather
hen energetic implantation.

Table 1
Calibrated total counts from TDS data of six polycrystalline diamond samples
implanted with deuterium at various energies.

TDS total counts

Implantation energy HD ×1015cm−2 D2 ×1015cm−2 Total D ×1015cm−2

200 eV 3.62 0.925 5.47
300 eV 2.99 0.579 4.15
400 eV 1.72* 0.652* 3.02*
600 eV 3.21 0.933 5.08
800 eV 3.67 1.19 6.05
1000 eV 3.18 1.25 5.67
Reference 0.249 0.041 0.331

Note values marked * were heated to a lower max temperature, giving lower
total count values.

xplanation seems unlikely from the results presented here, as this peak
s most prominent for the grown-in hydrogen of the reference sample.

As can be seen in Table 1, there is reasonable variation in total count
alues from the TDS. Conclusions drawn between total counts alone
re limited. These differences are likely to be a result of disparities in
mplantation fluence and between the samples themselves rather than
olely correlated with implantation energy. No trends between total HD
ounts and implantation energy can be seen but the highest energies
esulted in the highest D2 counts. These observations support the inter-
rain penetration theory, as deuterium and hydrogen desorption at
he same temperature is likely to be from equivalent binding sites—
ith the presence of hydrogen suggesting grain boundary desorption.
s such, peaks in HD correspond to easily accessible grain boundary
esorption and would be expected to be largely uncorrelated with
mplantation energy. Whereas the amount of D2 implanted in grains

would increase with energy. Furthermore, it can be said that these
values are comparable to values of metal PFM candidates tested in
the same experimental set up [10,23,24]. It is worth noting the peak
seen in the > 1100 K range in Fig. 2 is at higher temperatures than
peaks observed in these studies. Therefore, it is plausible that more
deuterium remains within diamond samples post TDS than in the
metal samples, which could contribute to comparably lower counts in
diamond samples.

Deslandes et al. [25] obtained approximately three times the deu-
terium retention for equivalent samples from Element 6. Samples were
exposed to a deuterium plasma with an electron temperature of 5
eV, resulting in an estimated incident ion energy of 18 eV and a
4

comparable fluence. The flux used was four orders of magnitude higher
than DELPHI, and would be expected effect retention. Despite the lower
energy, the higher flux could cause greater disruption in the crystal,
create more binding sites and increase retention. The different ion
energies makes the results hard to directly compare. Higher energies
will have a greater interaction volume within the crystal, leading
to higher retention from the increased number of available binding
sites. However, higher energies also result in greater etching of both
carbon and deuterium, potentially lowering the total retention. Both
experimental and computational work presented here showed retention
increasing with energy, suggesting the former argument is dominat-
ing. Retention values could also be impacted on the analysis method,
Deslandes et al. used elastic recoil detection analysis (ERDA) which
infers the presence of deuterium through recoil energies rather than
direct measurement with a mass spectrometer. Sample temperature is
not specified and could also have an impact.

3.2. Modelling

Results from MD simulations suggest a two-step etching mechanism.
Initially, incident deuterium atoms are unable to sputter carbon atoms
in the energy range studied here, but are able to penetrate small
distances (of order nm) into the surface. With increasing fluence, more
deuterium atoms penetrate the diamond, resulting in a disordered
region and swelling as the diamond loses its close packed structure.
Eventually a point is reached where the disordered carbon atoms etch
away from the surface.

The swelling and etching phases can be seen in Fig. 4, which shows
the surface height as the simulation progresses alongside atom density
plots from key points of the simulations. Negative surface height values
show the swelling of the surface before the etch point is reached.
Density plots at this point (the two central plots) shows an expanded
sub surface region of lower density. In the etching phase, the higher
energy implantation results in carbon being removed in clusters as seen
in the steps in surface height for 100 eV implantation. The lower energy
displays a much more controlled, steady and consistent etching phase
due to the smaller disordered region, giving less opportunity for large
clumps of carbon to be removed. A shorter swelling phase and slower
etching is observed for lower energies (see Fig. 5).

Fig. 6 shows sputtering yields calculated using two methods. The
final count method is calculated in the standard manner, where sput-
tering yield, 𝑆𝑐𝑜𝑢𝑛𝑡, is given by taking the ratio of etched carbon, 𝑁𝐶
over incident deuterium, 𝑁𝐷.

𝑆𝑐𝑜𝑢𝑛𝑡 =
𝑁𝐶
𝑁𝐷

. (1)

Whereas, the volume removed method used the volume etched per
deuterium atom, 𝑉𝑒𝑡𝑐ℎ, for various energies once the etching phase had
been reached. 𝑉𝑒𝑡𝑐ℎ values were found by taking linear fits of surface
height (on equivalent plots to those seen in Fig. 5) after the etch point
had been reached. Once the etch point is reached, a roughly linear
etch rate would be expected from the regular atom bombardments. The
average volume occupied by a single carbon atom was taken to be an 1

8
of a UC’s volume, allowing 𝑉𝑒𝑡𝑐ℎ to be converted to a sputtering yield,
𝑆𝑣𝑜𝑙, via

𝑆𝑣𝑜𝑙 =
8𝑉𝑒𝑡𝑐ℎ

(3.567 Å)3
. (2)

Values calculated in this manner are approximately equivalent to val-
ues calculated via the final count method, but the volume removed
method allows an average over the etching phase to be taken. 𝑆 is
pproximately linear with energy for both methods, with the volume
emoved method giving a gradient of 0.0083 ± 0.0005 eV−1. This linear

dependence is typical of the knock-on sputtering regime [26], where
incident ions are of greater energy than the surface binding energy and
are able to dislodge bound particles. As this point is only reached after
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Fig. 4. Results from LAMMPS simulations of 30 eV and 100 eV deuterium bombardments on diamond. Central figure shows the surface heights of the diamond as the simulations
progress. The six surrounding plots show atom density of carbon and deuterium atoms against the 𝑧 axis at three points in the simulations. The two central density plots show
the etch point—where the maximum swelling of the surface has occurred, and etching is about to begin. The definition of the surface (solid red vertical line) was based on the
point where carbon atom density dropped below 50% (solid green line) of pristine diamond. Dashed red line shows the ion cut-off, beyond which, ions were not considered to be
implanted.
o

Fig. 5. Surface height of single crystal diamond bombarded with 4000 deuterium atoms
at set energies simulated in LAMMPS. The determination of the surface was based off
of the point where the atom density with respect to the 𝑧 axis dropped below 50% of
pristine diamond. Negative values show swelling of the surface from the initial height
(0 Å) whereas positive gradients show etching.

the swelling, this would suggest a decrease in binding energy in the
post swelling disordered carbon region as would be expected. In the
10 eV simulation, the volume method could not be applied as a clear
etching phase could not be seen.
5

w

Fig. 6. Sputtering yield calculated by two methods from LAMMPS simulations of single
crystal diamond bombarded with deuterium atoms at a set energy. The volume etched
method was calculated by taking a linear fit of surface height with respect to fluence
once the etching phase had begun and assuming an atom occupies an average volume
of 1

8
of a unit cell. Errors were taken to be the error on the linear fit. The final point

method took the ratio of implanted to incident deuterium atoms. Linear fit of volume
removed method: Gradient = 0.0083±0.0005 eV−1, y-intercept = −0.07±0.01. Linear fit
f final count method: 0.0078 ± 0.0003, y-intercept = −0.02 ± 0.02.

With increasing deuterium energy, more deuterium is retained,
ith the peak of the depth profile located deeper within the material
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Fig. 7. Deuterium depth profiles from five LAMMPS simulations of single crystal
iamond bombarded with deuterium atoms at a set energy. The (100) diamond surface
ad a 8 × 8 unit cell surface area and was bombarded with 4000 D atoms, giving a
otal fluence of 4.91 × 1020 D m−2. The original diamond surface was at 0 Å.

as seen in Fig. 7. Generally, penetration depths were low, with the
highest energy, 140 eV, showing a peak in the depth profile around
2.5 nm from the initial surface and max penetration of around 5 nm.
The diamond below the interaction volume remained pristine post im-
plantation. The broader deuterium profiles observed for higher energy
implantation also resulted in more deuterium located at negative 𝑧
values (outside the initial material). This is a consequence of the larger
disordered region allowing trapping of deuterium a greater distance
from the initial surface, which can be seen in the final density plots
in Fig. 4. Total retention for simulations and experimental work were
to the same order (1015 D m−2). As previously discussed, Deslandes
t al. [25], experimentally obtained a higher retention value for an ion
nergy more comparable to the computational work presented here.
herefore, it might be expected that the simulations may give higher
etention values than those obtained. However, factors such as the
erfect crystalline structure and perfectly flat surface (reducing surface
rea) would all go towards reducing deuterium retention for a set
nergy.

For simulations of systems containing a grain boundary, no dis-
ernible differences between retention or etching could be seen when
ompared to the SC system across the energies tested. Despite this
esult, the presence of grain boundaries at the higher energies used in
ELPHI could still have an effect. At such energies, incident deuterium
toms may be able to remove carbon atoms without the swelling seen
n computational work. There are other differences between compu-
ational and experimental work, such as the presence of hydrogen in
he crystal which would be expected to reduce deuterium retention but
ncrease disorder in the structure. Additionally, clusters of deuterium
with an average size of 2.98 D atoms [10]) were incident in DELPHI,
ompared to the single deuterium atoms that were simulated. This
arger mass would be expected to reduce penetration depth for the same
nergy, which can be shown by considering a head on collision. For the
ncident particle of mass 𝑚, directly colliding with a stationary particle

of mass 𝑀 , the ratio of final kinetic energy, 𝜖𝑓 , to initial kinetic energy,
𝜖𝑖, for the incoming particle is given by
𝜖𝑓
𝜖𝑖

=
(𝑚 −𝑀
𝑚 +𝑀

)2
. (3)

Hence, going from the simulated mass of 2 u, to the average experimen-
tal mass of 5.96 u, would give a drop in the energy carried through the
collision from 51% to 11%. A larger degree of energy would also be
transferred to the stationary carbon atom. Therefore, the larger mass
would be expected to reduce penetration depths but increase damage,
6

and would have a significant impact on etching and retention. The
smaller interaction volume might have behaved similarly to the lower
energy implantations, with reduced swelling and a more consistent
etching rate.

Similar computational models were conducted by Dunn et al. [27],
in which a variety of diamond surface orientations where bombarded
with 15 eV tritium atoms. Comparing these results to results obtained
for the 15 eV deuterium implantation presented here, shows very
similar retention values (approx. 4.5×1019 𝑇 m−2 compared to 4.3×1019
D m−2). The etch rate of 0.073 obtained by Dunn et al. deviated slightly
from 𝑆𝑣𝑜𝑙 and 𝑆𝑐𝑜𝑢𝑛𝑡 values of 0.055 and 0.045 respectively. This could
be a result of the larger mass of tritium compared to deuterium. As
seen in Eq. (3), for a fixed 𝜖𝑖, a larger mass would result in greater
energy transfer to the stationary particle, increasing the likelihood of
sputtering. For an equal 𝜖𝑓 , the initial energy of a deuterium would
need to be around 19.6 eV, or for an equal final momentum, 22.5 eV.
This small increase in energy would result in a slightly higher sputtering
yield as seen in Fig. 6. Other differences between simulations are also
likely to play a role, such as the lower flux used in this study and
subtle differences in temperature scaling. Although not discussed by
Dunn et al. in depth, an initial period of reduced etching can also be
seen in the results presented, similar to the two-step etching mechanism
described here.

4. Conclusion

Deuterium implantation of PC diamond films was used to study the
interaction between deuterium plasma and diamond. Through compar-
ison of hydrogen and deuterium spectra, peaks in different temperature
regions of TDS spectra were attributed to differing deuterium locations,
rather than bonding types. Peaks seen in both hydrogen and deuterium
spectra were attributed to grain boundary desorption, and were ob-
served at low temperatures (600–800 K) as well as high temperatures
(> 1100 K). It is believed the latter peak is a result of hydrogen diffusion
through grain boundaries once a sufficient temperature was reached.
A peak was observed between 800–1100 K in D2 spectra for samples
implanted at high energies which was assigned to deuterium from
within the grains.

LAMMPS simulations were performed at lower energies (more typi-
cal of fusion reactors) and demonstrated a two-step etching mechanism
of swelling to a disordered structure prior to carbon removal. In these
simulations, in the energy range tested, no significant differences could
be seen between SC systems, and systems containing a grain boundary.
The comparisons that can be made between experimental work and
simulations are reduced due to the different energy regimes, deuterium
cluster size and diamond hydrogen content.

Total retention for simulations and experimental work was to the
same order and both were comparable, or lower, than retention values
of other PFM candidates tested in the same experimental set up [10,23,
24], suggesting good potential for diamond as a PFM.

Use of SC materials could have a significant benefit in the 100–
400 eV energy range when it is believed the majority of deuterium
uptake is from binding sites within grain boundaries. However, at
energies more relevant for fusion reactors explored with simulations,
no significant differences in etch rate or retention could be seen on the
inclusion of a grain boundary, suggesting limited benefit of SC diamond
over PC diamond.
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