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Abstract
This work was carried out to identify sources of errors, uncertainties and discrepancies in
studies of fuel retention in wall components from the JET tokamak using methods based on
thermal desorption. Parallel aims were to establish good practices in measurements and to unify
procedures in data handling. A comprehensive program designed for deuterium quantification
comprised the definition and preparation of two types of materials (samples of JET limiter Be
tiles and deuterium-containing targets produced in the laboratory by magnetron-assisted
deposition), their pre-characterization, quantitative analyses of the desorption products in three
different thermal desorption spectroscopy systems and a detailed critical comparison of the
results. Tritium levels were also determined by several techniques in samples from JET and in
tritiated targets manufactured specifically for this research program. Facilities available for
studies of Be- and tritium-contaminated materials from JET are presented. Apparatus
development, future research options and challenges are discussed.
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List of Acronyms

Acronym Meaning
AIMS Accelerator-based in situ material surveillance
AMS Accelerator mass spectroscopy
ASDEX Axially Symmetric Divertor Experiment
BIXS Beta-induced x-ray spectroscopy
CCFE Culham Centre for Fusion Energy, Culham,

United Kingdom
D Deuterium (2H)
ERDA Elastic recoil detection analysis
FTS Fast transfer system
FZJ Forschungszentrum Jülich, Jülich, Germany
GDOES Glow discharge optical emission spectroscopy
HIERDA Heavy ion elastic recoil detection analysis
HiPIMS High power impulse magnetron sputtering
IAP Institute of Atomic Physics, Magurele, Romania
IBA Ion beam analysis
ILW ITER-like wall
IPT Imaging plate technique (radiography)
IST Instituto Superior Tecnico, Lisbon, Portugal
IWGL Inner wall guard limiter
JET Joint European Torus
JET-C JET with carbon wall
JET-ILW JET with ITER-like wall
KTH Kungliga Tekniska Högskolan Royal Institute of

Technology, Sweden
LEIS Low-energy ion scattering
LIAS Laser-induced ablation spectroscopy
LIBS Laser-induced breakdown spectroscopy
LID(S) Laser-induced desorption (spectroscopy)
LSC Liquid scintillography counter
MS Magnetron sputtering
NRA Nuclear reaction analysis
QMS Quadrupole mass spectroscopy
RBS Rutherford backscattering spectrometry
PFC Plasma-facing components
PFM Plasma-facing materials
PFS Plasma-facing surface
RH Remote handling
SIMS Secondary ion mass spectroscopy
T Tritium (3H)
TEXTOR Tokamak Experiment for Technology Oriented

Research
TFTR Tokamak Fusion Test Reactor
TDS Thermal desorption spectroscopy
ToF-ERDA Time-of-flight ERDA
UoL University of Latvia
UU Uppsala University, Sweden
WPL Wide poloidal limiter

1. Introduction

Fuel retention studies in controlled fusion devices provide
a basis for the assessment of fuel balance and the tritium
(T) inventory in current machines and for predictions of the
inventory resulting from deuterium–tritium (D–T) operation
in future reactors [1–3]. Regular determination of gas bal-
ance and D content in PFCs was carried out in the past in

ASDEX Upgrade [4, 5], TEXTOR [6–8], TFTR [9, 10] and
JET [11–15] tokamaks. The full extent of the issues posed
by T accumulation was realized after TFTR [9, 10] and JET
[13–17] operations with a 1:1 D–T mixture, namely long-term
in-vessel retention reaching 35% of the gas input [14]. This, in
turn, accelerated both retention studies and work towards the
development of fuel control and removal methods [2]. The lat-
ter did not bring promising results in carbon-wall devices [18].
The breakthrough in the reduction of fuel retention came with
the major change of wall materials in JET, namely the trans-
ition from JET-C to JET-ILWwithW in the divertor and Be on
the main chamber wall [19, 20]. This strong reduction in the
carbon source led to the decrease of fuel retention by a factor
of 10–20 in comparison with the situation in JET-C [21–23].

Fuel measurements in PFCs fall into two major categor-
ies summarized in table 1: without breaking vacuum (in the
following called ‘in situ’) and after venting the torus and
retrieval of wall components for analysis in the lab (‘ex situ’).
Studies inside the vented machine during shutdowns will
not be addressed here. This approach is not practiced in
JET at present because it would require analytical systems
integrated with the RH equipment for operations in Be- and
T-contaminated environments.

The category of in situ methods comprises optical
spectroscopy [24, 25] and gas-balance assessment [7, 26–28],
while T accounting in D–T operation is also based on
radiometric, chromatographic and calorimetric measurements
[29, 30]. This category may be complemented by LIDS, LIBS
or LIAS spectroscopy techniques [31–36], but to date a rather
limited number of in situ measurements of local character
have been performed, including one experiment in JET-C
[31]. Ex situ analyses are carried out using a large number
of tools employing various means for fuel thermal release,
a range of IBA techniques and a set of methods for determ-
ination of T content. Their major features, advantages and
drawbacks are summarized in table 1. Many of these methods
have been used for fuel studies in JET materials. However,
some of the existing techniques, for example in situ IBA [37],
cannot be applied at JET because of the machine’s size and
radioactive environment.

Despite broad research programs and a range of analyt-
ical tools used in retention studies, at least two issues in the
assessment of retention remain unresolved. These are the dis-
crepancies between: (i) the global gas balance and the assess-
ment based on results of post-exposuremeasurements on PFCs
retrieved from tokamaks where a difference of a factor of up
to two was reported on several occasions [7, 26–28]; (ii) res-
ults obtained by TDS in different laboratories when analyz-
ing apparently the same type of wall material (e.g. wall tiles)
retrieved from a given tokamak.

The reported differences of a factor of up to two between
the D balance and ex situ analyses [7, 26–28] may be attributed
to (i) an immediate release and/or H–D isotope exchange upon
PFC exposure to the ambient atmosphere and (ii) inaccuracy in
the extrapolation of local surface measurements to the whole
machine. Fast processes of D release or H–D isotope exchange

2



Nucl. Fusion 63 (2023) 096010 Y. Zayachuk et al

Table 1. Analysis of hydrogen isotopes in controlled fusion devices with emphasis on JET (list limited to methods used in fuel retention
studies).

Category Technique Advantages Disadvantages/limitations Remarks/references

In situ Optical
spectroscopy

H/D ratio [25, 29]

Gas input/feed Direct measurement of gas
flow and pressure

Essential to prepare and
sustain discharges

Gas balance by
QMS

Direct measurements:
shot-by-shot or after
operation day

Common in most machines
[7, 26–28]

Radiometry: beta
and gamma

(a) Assessment of T from
D–D reaction.
(b) Activation by DD and
DT neutrons

Low accuracy. Limited to
PFC surface in areas
accessible by RH

Possible only during
shut-down period

AIMS Inter-shot study Limited to small and
medium-size machines
without permanent
magnetic field

Only early tests performed
in Alcator C-Mod [37]

Calorimetry Precise determination of T
inventory in the storage bed

[29, 30]

LIAS Spatial analysis JET [31], TEXTOR [32,
33, 38]

LIDQMS Spatial analysis.
Inter-shot analysis

TEXTOR [32]. Under
development for ITER
Test in JET under
preparation

LIBS Spatial analysis Tested in laboratory.
Limited in situ experiments
on JET [39, 40].
Proposal for RH system for
deployment during
in-vessel maintenance

Ex situ TDS—flash/fast
temperature ramp

Fast qualitative assessment
of H isotopes in PFC

Need for cross-calibration Process occurs also in-situ
from PFC under high heat
load/transient events.
Flash lamp tested on JET
tiles for fuel removal, but
the isotope release was not
directly monitored [41]

TDS—steady
temperature ramp

Determination of binding
states. Total inventory if
combined with outgassing
at maximum temperature

Need for calibration using
calibrated leak.
Temperature limited to
1273 K in most systems

Temperature limited to
1073 K for Be samples
(evaporation) [42]

NRA for H
p(15N,α)12C

Selective for H Expensive 15N.
Information depth limited
<1 µm

Not done on JET materials

NRA for D
D(3He,α)4He

Quantification and depth
profiling down to 20 µm in
low-Z substrates

Expensive 3He.
Overlap of C and Be peaks
make low concentrations
hard to deconvolve

Most important and always
used method for PFC
analysis [43–55].
Simultaneous analysis of
C, Be but the information
depth is too small for thick
co-deposits even with a
6 MeV beam [56]

NRA for T
T(12C,α)11B
T(12C,p)14C
T(d,α)n

Low sensitivity of 12C-t
reactions.
Neutron generation in d-t
reaction.

Both 12C–t reactions tried
on JET materials [57],
while the d–t reaction was
used on TFTR tiles [58]

(Continued.)
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Table 1. (Continued.)

Category Technique Advantages Disadvantages/limitations Remarks/references

ERDA Quantitative depth profiling
of all isotopes

Information depth <1 µm [43, 59–61]

AMS Depth profiling of all H
isotopes

Difficult sample
preparation

[62]

GDOES Detection and depth
profiling of all H isotopes.
Large information (sputter)
depth possible up to
100 µm

Problems with calibration
for D

[63]

SIMS Detection and depth
profiling of all H isotopes
and He.
Isotopic ratio at a given
depth.
Large information (sputter)
depth possible

Challenging quantification
in mixed materials.
Sensitivity depends on
chemical
surrounding/material
composition

[15, 42, 64]

LIAS Under development.
Not tested in vessel during
JET shutdow

LIDS and
LID-QMS

Rapid desorption Need for calibration using
calibrated leak.
Risk of desorption from the
spot-adjacent region

[65]

LIBS [66, 67]

Ex situ for T Off-gassing T analysis: isotopic
exchange of released T in
water vapor. Dissolution of
HTO in water bubbler and
analysis by LSC

Radiography (IPT) T distribution map in the
surface and subsurface
layer up to 4 µm dependent
on the substrate and
co-deposit composition.
In combination EPMA/
EDX T determination in
individual elements

Limited and substrate
dependent information
depth.
No quantification

[68–72]

BIXS T distribution map in the
surface and subsurface
layer up to 4 µm dependent
on the substrate and
co-deposit composition.
Information on other
species based on x-ray
spectrum

[73]

TDS QMS systems have
relatively high limit of
detection level compared
with radiometric detection
methods

T analysis by LSC [74]. T
analysis by proportional
counter [75].
T analysis by QMS
discussed in this work.

Full combustion T analysis by LSC [74]
Dissolution T analysis by LSC [76]

are difficult to study using wall probes because the shortest
interval between the probe exposure and D analysis amounts
to several hours, i.e. the time necessary for probe withdrawal,
venting of the probe system, retrieval of material and transfer

to the surface analysis station. The D content measured after
such ‘transfer’ time is fairly stable: the decrease of the retained
D is up to 25% over 5 years from that initially determined
value [77]. It should be stressed that such measurements are
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possible only in medium sized machines, such as TEXTOR
[77], operated with relatively easy access to the probe systems.
No studies of that kind have been performed in JET, although
a FTS for surface probes was originally constructed [78]. This
facilitated the transfer in vacuum of the exposed probe from
the torus to a surface analysis station, but the operation was
complex and the systemwas used on only a very few occasions
[6, 79] and due to conflicting changes to the furniture within
the JET vessel was dismantled in the early 1990s. In practice,
the time between the end of plasma operation in JET (start of
shutdown) and surface measurements is at least 3–4 months.
Secondly, the global balance data are based on daily or long-
term fuel accountancy (injected versus pumped-out amount) in
the whole machine, while surface analyses can be carried out
only for a limited number of wall tiles available for retrieval
and ex situ studies. Even the best planned tile selection does
not provide full poloidal and toroidal coverage. This in turn
may lead to inaccurate assessment of total inventory, because
the extrapolation is done under the assumption of toroidal
symmetry of the erosion–deposition patterns.

The second category of discrepancies or difficulties in TDS
studies arises from significant local variations of fuel retention
in the PFCs, in extreme cases also on a micro-scale because
of the imperfections in surface topography or tile alignment
[59, 80, 81]. As a consequence, TDS from adjacent areas, even
located only a fewmillimeters apart and of apparently identical
appearance, often yields very different results, and the repeti-
tion of destructive TDS measurements on the same sample but
under different conditions or in another laboratory is of course
impossible. The approach based on a comparison between res-
ults of IBA and TDS may be reliable if a very detailed pre-
characterization of materials by IBA is performed beforehand.
All such aspects are taken into account in the work presented
below.

This work focuses on a comparison and critical assess-
ment of thermal desorption data obtained at various labor-
atories studying JET samples and lab-produced reference
samples manufactured specifically for this research program.
The overall aim is to improve quantification and further
develop good practices in the characterization of PFC in
order to improve reliability (consistency) in predictions of
fuel inventory in a reactor-class machine such as ITER. For
that reason, and in the view of the ongoing D–T operation in
JET [82], methods for T analysis are also discussed, although
the quantities of that isotope in JET-ILW materials from the
three initial ILW campaigns are at a low level, not exceed-
ing 1 MBq (or ∼5.5 × 1014 T atoms) per analyzed sample
of 0.1–0.3 cm3.

This paper provides an overview of experimental pro-
cedures and possible sources of errors and/or discrepancies.
The experimental approach is presented, describing selec-
tion, preparation and pre-characterization of JETmaterials and
laboratory-produced reference samples. The analytical cap-
abilities of several laboratories participating in this study are
presented. A comprehensive section with results for D and T
retention is concluded with recommendations regarding pro-
cedures in analysis and selection of reference materials.

2. Experiment

The pre-requisite for comparative studies of D and T retention
is the availability of specimens with contents of the species to
be quantified upon thermal release as close to each other as
possible. Several types of samples of this kind were selected
andmanufactured: (a) pieces of the castellated bulk Be limiters
(retrieved from JET); (b) Mo plates coated with a magnetron-
deposited layer of W co-deposited with either H or D (lab pro-
duced); (c) Mo plates coated with a layer of T-saturatedW (lab
produced). Measurements included TDS, IBA and the dissol-
ution method (only for T). Details are given in the following
sub-sections.

2.1. Samples retrieved from JET—beryllium limiters

Fuel retention in all types of PFCs retrieved from JET has been
examined with IBA and TDS in the past [42–55, 83].

Based on the obtained knowledge about the erosion–
deposition and fuel retention patterns, decisions were made
regarding sample selection and preparation. Samples used for
detailed study were produced from the Be tiles of an outer
WPL (tile 4D14) and an IWGL (tile 2XR10) retrieved during
the shutdown following the third ILW campaign [50]. Some
additional samples from the upper dump plate (tile 2B2C),
retrieved after the same campaign, were also used. Figure 1
shows the images of the selected tiles and their corresponding
locations within the poloidal cross-section of the JET vessel.

Individual 12 mm × 12 mm × 12 mm castellations were
cut from several positions across the tiles (marked by crosses
and identification numbers in figure 1); these positions cover
the entire toroidal width of a tile, and thus the selected cas-
tellations capture erosion and deposition zones, representing
different mechanisms of fuel retention. An optimized cutting
procedure was used, implementing an extra-hard, carbide-type
band saw capable of processing beryllium material in dry con-
ditions (i.e. no water is involved in the process). The sample
temperature during the cutting process did not exceed 55 ◦C,
to avoid release of D and T during the cutting, and was con-
tinuously measured using an infrared camera. Then, each cas-
tellation was further cut into a set of four so-called ‘quarter
samples’ (sized 5.5 mm× 5.5 mm× 1.5 mm), labeled A to D.
All cutting was done at the IAP, Romania, using procedures
described in [53]. The D content in the surface layers of the
respective pieces was then determined by means of IBA (NRA
and RBS), using a 2.5 MeV 3He+ beam at the IST, Portugal.
Following this, samples were distributed to four participating
laboratories: (1) IAP (referred to in the following discussion
as Facility A), (2) CCFE (Facility B), (3) (UoL; Facility C)
and (4) (FZJ; Facility D), for TDS (IAP, CCFE and FZJ) and
dissolution (UoL) measurements.

2.2. Laboratory-produced samples—tungsten-coated
molybdenum

These samples, referred to as the ‘reference samples’, were
produced at IAP using HiPIMS. A nominally 2 µm thick W
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Figure 1. Images of Be tiles where quarter samples were cut, with crosses indicating individual castellations that were used for producing
them: (a) IWGL tile 2XR10; (b) WPL tile 4D14; (c) poloidal locations of these tiles.

layer with D was deposited on a polished Mo substrate with
dimensions of 12 mm × 12 mm × 1 mm. All samples were
manufactured in a single run to maximize sample uniformity.
Two samples were sent to each of the three participating labor-
atories (IAP, CCFE and FZJ) for TDS measurements; these
were performed on the same day in each participating lab to
ensure that the discrepancy in measured contents due to a dif-
ference in time delay between manufacturing and measure-
ment was eliminated. In parallel, two other sets of samples
were analyzed by ion beam methods to determine the gas con-
tent and sample purity (see section 2.5).

2.3. Laboratory-produced samples—tritiated
tungsten-coated molybdenum

Laboratory-produced tritiated W-coated Mo samples are
referred to as ‘tritiated samples’. A set of samples with 2 µm
W coated on a Mo plate, obtained as described in the previ-
ous section but not having any gas inclusions, were placed in a
Pyrex glass tube using spacers consisting of glass rings 10 mm
in diameter and 5 mm thick and quartz wool (see figure 2(a)).
The glass ampoule with W-coated Mo samples was placed
inside a tubular furnace (RT 50–250/11) with a Nabertherm-
type temperature controller and connected at a Tmanifoldwith
a vacuum facility (see figure 2(b)).

The glass ampoule with W–Mo samples was first evacu-
ated at room temperature (1 h at a pressure below 1 Pa) and
degassed at 1273 K (1 h at a pressure below 1.3 × 10−2 Pa).
The W–Mo samples were put in contact with a T2:3He mix-
ture extracted from an old T gas source [84]. The samples
were kept in the T2:3He atmosphere for 196 h at 200 ◦C,
followed by slow decrease of the temperature to room tem-
perature, then maintained at this temperature for a minimum

Figure 2. (a) The glass vials with W–Mo samples and (b) facility
for tritiation of W–Mo samples (TF, tubular furnace, glass vials with
W–Mo samples; MGC, metal–glass connectors; HVP, high-vacuum
pump; SV, Swagelok valves; GV, glass valves; PC, pressure
controller; VG, vacuum gauge; T:He A, T2:3He ampoule).

of 8 h. The residual T2:3He was transferred to the glass
ampoule using a Toepler pump and the T trace removed using
a HVP.

The activity of the tritiated W–Mo samples was determ-
ined by a total combustion method [85]. Two samples were
analyzed using a total combustion/calcination facility. The
total combustion/calcination facility consisted of (a) an oxy-
gen supply, (b) a tandem tubular furnace, first for combustion/
calcination of samples and secondarily for catalytic oxidation
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of the flue gases, and (c) a collector for tritiated water using the
bubbling principle, with four retention vials. The total combus-
tion protocol was as follows:

• oven/CuO catalytic bed temperature: 800 ◦C
• oven/sample incineration temperature: 1000 ◦C
• oxygen flow rate: 4 l min−1

• combustion boat made of Cu
• added to the the combustion boat: 2 g of anhydrous natrium

carbonate for retention of molybdic anhydride vapors gen-
erated in the calcination step

• HTO retention: fresh distillate water (four vials with 5 ml
each)

• HTO activity from the retention vial determination by 1 ml
sampling in a 16 ml ULTIMA- GOLD M liquid scintil-
lator and activity measured with a LSC (TRICARB TR2800
Perkin Elmer)

• determination of oxidation and HTO retention yield using a
sample contaminated with testosterone-1,2-T in a controlled
way. The obtained value was 94% ± 3% [86].

The mean activity on the two samples was determined to be
160 ± 2.895 MBq.

2.4. Thermal desorption measurements

TDS measurements were performed at three participating
laboratories. Samples measured in each have the corres-
ponding index, for example 463A for a sample measured at
Facility A.

• IAP (Facility A; [87]): the heating system of this instrument
is an oven, with samples being placed in the quartz tube; it
provides a programmable heating rate up to 15 K min−1,
with a maximum temperature of 1323 K. Temperature con-
trol is provided by a type K thermocouple placed inside the
oven; the actual temperature on the sample is deduced based
on calibration (sample temperature as a function of oven
temperature). Gas analysis is performed with a QMS loc-
ated around a 90◦ corner at ∼50 cm from the sample. Be-
and T-containing samples can be analyzed.

• CCFE (Facility B; [88]): the heating system is a Mo heat-
ing plate, with samples placed on it; it has a heating rate
up to 30 K s−1, with a maximum temperature of 1273 K.
Temperature control is provided by a type K thermocouple
attached to the heater such that the temperature of the heater
is measured and recorded; sample temperature is assumed
to be equal to that of the heater. Gas analysis is performed
with a line-of-sight QMS, with the distance between the
sample surface in the measurement position and QMS head
∼24 mm; the QMS is not differentially pumped. Be- and
T-containing samples can be analyzed. Special measures
are taken when Be samples are measured: (1) the max-
imum temperature is limited to 1050 K because Be evap-
oration occurs at higher temperatures (which is undesirable
and needs to be avoided because it leads to contamination
of the detector, vacuum chamber and its windows); (2) a

protective layer of AlN is placed between the sample and
heater to avoid adhesion of the sample to the heater at elev-
ated temperature.

• FZJ (Facility D; [89]): the heating system of this instrument
is an oven, with samples being placed in the quartz tube,
similarly to Facility A. Heating rates of up to 100 K min−1

are possible, with a maximum temperature of 1433 K. Gas
analysis is performed with two QMSs simultaneously, cap-
able of discriminating D2 and He, located around a 90◦

corner at ∼80–95 cm from the sample, respectively. The
temperature for the heating control is measured with a type
K thermocouple inside the quartz tube. The temperature of
the thermocouple is equal to that of the sample because
of the homogeneous heating from all sides, the small size
of the sample and the slow heating rate, so that the sys-
tem is always in thermal equilibrium. Be- and T-containing
samples can be analyzed. Be samples are covered by a
smaller, exchangeable quartz half-tube that provides a large
exit for the desorbed gases through a quartz labyrinth that
hinders evaporating Be from contaminating the main quartz
tube.

To unify the conditions of thermal treatment so as to make
inter-laboratory comparisons possible, identical heating scen-
arios were applied in all participating TDS facilities for the
quarter and reference samples, as follows:

• Quarter samples—heating rate 10 K min−1, maximum tem-
perature 1050 K, hold time at maximum temperature 1 h.
Signals of masses 3 (HD molecules), 4 (D2 and HT), 5 (DT)
and 6 (T2) were monitored to quantify the amounts of D and
T released. Atomic D release flux FD was calculated as a
sum

FD = FHD + 2FD2 (1)

where FHD and FD2 are molecular release fluxes of masses 3
and 4, respectively. Atomic T release flux FT was calculated
as a sum

FT = FDT + 2FT2 (2)

where FDT and FT2 are the molecular release fluxes of
masses 5 and 6, respectively. In addition, signals of masses
18 (H2O) and 20 (D2O and HTO) were recorded.

• Reference samples—heating rate 10 K min−1, maximum
temperature 1275K, hold time at maximum temperature 1 h.
Signals of masses 3 and 4 (HD and D2) were monitored to
quantify released amounts of D, using equation (2). In addi-
tion, signals of masses 18 (H2O), 19 (HDO) and 20 (D2O
and HTO) were recorded.

• Tritiated sample—heating rate 10 K min−1, maximum tem-
perature 1275 K, hold time at maximum temperature 1 h.
Signals of masses 4 (HT molecules) and 6 (T2) were mon-
itored to quantify released amounts of T. Atomic T release
flux FT in the case of these samples was calculated as

FT = FHT + 2FT2 (3)
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where FHT and FT2 are molecular release fluxes of masses 4
and 6, respectively. In addition, signals of masses 18 (H2O),
19 (HDO), 20 (D2OandHTO), 21 (DTO) and 22 (T2O)were
recorded.

In all facilities, quantification of measured release signals was
performed using calibrated leaks. A H2 calibrated leak was
used for determination of the calibration factor for the mass 2
release signal, a D2 calibrated leak was used for the calibration
factor for the mass 4 release signal in the case of D-containing
samples, a He leak was used for the calibration factor for the
mass 4 release signal in the case of He-containing samples.
The mass 3 calibration factor (HD molecules) was calculated
as an average of the factors for masses 3 (H2) and 4 (D2).
Factors for masses 5 and 6 (DT and T2 molecules) were calcu-
lated by linear extrapolation of factors for masses 2 (H2) and
4 (D2). Other signals were not quantified.

2.5. IBA measurements

IBA was performed at IST and at the UU, Sweden.
At IST, retention of D was measured using the 2.5 MV

van de Graaff accelerator at the Laboratory of Accelerators
and Radiation Technologies [90]. The accelerator is equipped
with a chamber dedicated to fusion research, where Be- and
T-containing samples are handled. RBS and NRA were per-
formed using 3He ions at an energy of 2.3 MeV, in order to
measure the amounts of D in the investigated Be samples;
NRA of W and Be samples was based on proton and alpha-
particle detection from D(3He,p)4He. All quarter Be samples
were measured before TDS analysis and a selection measured
after TDS.

At UU, measurements were performed at the Tandem
Laboratory located at the Ångström Laboratory of UU.
The laboratory has capabilities for handling radioactive and
contaminated materials. A 5 MeV National Electrostatics
Pelletron was used to examine W-coated samples by time-of-
flight (ToF) HIERDA in a gas ionization chamber [60] using a
36 MeV 127I8+ beam and NRA with a 4.5 MeV 3He+ beam.
ToF-HIERDA allowed for a detailed quantitative determina-
tion of surface composition and depth profiling of H to W (up
to a depth of 2000 × 1015 atoms cm−2, which approximately
corresponds to ∼320 nm assuming a standard W density of
19.25 g cm−3), while the total amount of D in the W-coated
samples was determined by NRA.

2.6. Dissolution tritium measurements

Dissolution measurements were performed at the UoL
(Facility C). Details of the experimental setup can be found
in [91]. In this technique, investigated samples are etched
chemically (Be samples, using sulfuric acid) or electrochem-
ically (W samples, using 30% KOH solution) such that T is
released simultaneously with the dissolution of the sample. T
is released in molecular and atomic forms as part of different
chemical compounds in liquid and gas phases. The amount of
T is determined radiometrically, with the activity measured in

the liquid phase by LSC and in the gas phase by a proportional
counter and T monitor (TEM 2102 A, Mab Solutions GmbH).

3. Results

3.1. Quarter samples

Quarter samples were first characterized using IBA. Figure 3
presents comparison of D retention values obtained by IBA of
quarter samples, superimposed with IBA data taken across the
whole tile prior to cutting. Measurements on quarter samples
compare well with the results of whole-tile scans, capturing
the distribution of D across the tile as well as actual values of
D retention. At the same time, they demonstrate that there is
a difference in measured D content between quarters within
the same set, even though they originate from the same cas-
tellation. The difference in D retention between the individual
quarters (within a set) ranges between factors of 1.3 and 2.4,
with the factor of difference averaged over all sample sets
being ∼1.5 (or 50%).

Comparison of the total D retention for TDSmeasurements
at different facilities, plotted as a function of position within
the tile of origin, is presented in figure 4. It can be seen that the
values of retention obtained at different facilities are compar-
able, with the average difference between quarters within the
same set being ∼250%. Results of TDS in figure 4 are super-
imposed with the results of IBA scans of the corresponding
tiles, demonstrating that the overall distribution of D across the
tile is similar as measured by both techniques, with higher D
retention in the wings (deposition-dominated zone) and lower
in the center (which is dominated by erosion). The overall
tendency is for TDS to show somewhat higher values of reten-
tion compared with IBA; this is particularly pronounced in the
central region of a tile.

Figure 5 presents an example of a comparison of the spec-
tra produced at different TDS facilities; normalized spectra are
shown here to emphasize the shapes of the peaks. It is evid-
ent that all instruments capture the same fundamental shape
of the spectrum, featuring a single well-defined release peak
(it should be noted that shapes of the spectra of the samples
originating from different parts of the original tile are dif-
ferent; some sets of quarters feature multiple release peaks).
However, while the exact positions of releasemaxima obtained
at Facilities A and D are essentially identical, the position of
the peak of spectrum B is shifted towards a higher temperature
by∼40 K. Similar behavior is observed in all investigated sets
of quarter samples. This shift in peak position is not a univer-
sal constant—for different sets of quarters it varies and gener-
ally lies in the range of ∼0–150 K. Moreover, it can be seen
that it is not a constant offset—temperature shift increases with
increase in the nominal temperature (presented by the arrows
in the example in figure 5). The reason for this discrepancy
will be explored in section 4.3.

Several selected samples underwent IBA measurements
before and after TDS measurements were performed on them.
Figure 6 presents the amount of D remaining in samples as a
fraction relative to the initial amount measured prior to TDS
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Figure 3. Comparison of the IBA results from quarter samples and
corresponding IBA line scans: (a) IWGL tile and (b) WPL tile.

(as a percentage). It is evident that after a regular TDS run to a
maximum temperature of 1050 K, a measurable fraction of D
remains unreleased, up to ∼30% in some cases. As two of the
TDS facilities, A and D, are capable of a maximum temper-
ature of 1275 K, two sets of quarters were selected (specific-
ally castellations 460 and 524), where the maximum temper-
ature was different for the different samples: one sample was
heated to 1050 K in Facility B and two to 1275 K in Facilities
A and D. Figure 6 presents a comparison between the results,
and it can be seen that heating to 1275 K significantly reduces
the remaining fraction, by a factor of 5–15, bringing the unre-
leased fraction of D to less than 3%.

Figure 7 presents a comparison of the T content obtained
from across the IWGL tile at TDS Facilities B and D and
dissolution at Facility C. The difference between the TDS
instruments is significant—close to two orders of magnitude
in certain locations. At the same time, dissolution results are
considerably lower than those of both TDS facilities, by up to
almost three orders of magnitude.

Figure 4. Comparison of the TDS results from quarter samples and
corresponding IBA line scans: (a) IWGL tile and (b) WPL tile.

3.2. Reference samples

The composition of the surface region of the tungsten coat-
ings of the reference samples, including impurity content,
measured using the ToF-ERDA method at UU is presented in
table 2.

Comparison of the values of D retention in the reference
samples, measured by IBA and TDS, is presented in table 3.
Overall, the IBA results differ within ∼20%; TDS results are
identical within ∼40%. In addition, in Facility B two samples
from the set were measured, and the results for these two
samples were very similar (less than 5% difference).

Comparison of the spectra produced in the three TDS facil-
ities (figure 8; normalized spectra are presented) shows a spe-
cific trend. While all the spectra have similar overall shapes,
the spectra produced at Facilities A and D have essentially
identical positions of the release peaks. At the same time, res-
ults for Facility B show a tendency to shift towards higher
temperature, with the magnitude of this shift increasing with
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Figure 5. Comparison of the normalized D desorption spectra from
a set of quarter samples measured at different facilities.

Figure 6. Remaining percentage of D measured by IBA after a TDS
run relative to that measured by IBA before a TDS run, for specified
samples.

temperature, similar to that observed in the quarter samples
(section 3.1).

3.3. Tritiated reference samples

A comparison of the values of T retention in the tritiated
samples, measured by TDS (at Facilities A and B; due to tech-
nical issues, measurements could not be performed at Facility
D) and dissolution (Facility C), is presented in table 4. Overall
the results vary by ∼220%. The difference between the res-
ults of dissolution and TDS at Facility B is within ∼36%. At
the same time, the difference between dissolution and TDS at
Facility A is larger, ∼140%.

Figure 9 presents a comparison between the normalized
spectra of atomic T release measured at Facilities A and B. It is
evident that the overall shapes of the spectra are similar, with
peaks at ∼800 K and 1020 K, with the low-temperature peak

Figure 7. Comparison of amounts of T measured by TDS at
different facilities and by dissolution.

Table 2. Composition of the surface region of the tungsten coatings
in atomic concentrations (at.%) of elements.

Element Concentration (at.%)

W 76.1
D 1.6
H 0.4
C 1.1
N 5.4
O 13.4
Ar 1.2

being dominant. The positions of the peaks do not coincide
exactly. The difference in the position of the low-temperature
peak is∼35 K (835 K for Facility A and 800 K for Facility B);
the difference in the position of the high-temperature peak is
∼40 K (975 K for Facility B and 1015 K for Facility A).

4. Discussion

4.1. Measurements of deuterium retention

From the perspective of the main topic of this work—
determination of how comparable the results of different TDS
facilities are—the main observation is that the results of TDS
measurements on similar samples are quite comparable. The
difference in measured values of total retention is ∼40% for
highly reproducible reference samples. IBAwas performed on
each of the investigated samples as a way of independently
verifying how similar they were in terms of D retention. IBA
on two of the reference samples yielded values of 7.4 × 1017

and 8.8× 1017 D cm−2 (a difference of∼20%). This value can
be considered a measure of the inherent difference between
the reference samples due to manufacturing uncertainties, and
hence the lower bound for the possible difference in D reten-
tion values measured by TDS. On the other hand, for these
samples the results of TDS deviated by up to ∼40% between
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Table 3. D retention (D cm–2) in reference samples.

IBA IST IBA UU TDS, Facility A
TDS, Facility B

(sample 1)
TDS, Facility B

(sample 2) TDS, Facility D

7.4 × 1017 8.8 × 1017 1.1 × 1018 8.2 × 1017 7.9 × 1017 8.8 × 1017

Figure 8. Comparison of the D desorption spectra obtained from
reference samples at different facilities.

Table 4. T retention in tritiated samples.

TDS, Facility A TDS, Facility B Dissolution, Facility C

5.75 × 1015 1.85 × 1016 1.36 × 1016

the different facilities. The fact that the discrepancy in TDS
results is larger than that for IBA results suggests that the
observed difference includes a contribution from non-inherent
discrepancies, i.e. pertaining specifically to TDS measure-
ments. Notably, this TDS-specific discrepancy—the differ-
ence between total TDS and IBA discrepancies—is small, at
only ∼20%. This is an encouraging result, indicating that, in
general, similar samples do indeed yield similar results.

In the case of JET samples, the average difference between
Be quarter samples within the same set is somewhat higher,
at ∼250%. On the other hand, the average difference between
the results of IBA within a set of quarters was ∼150%, which
indicates that for these samples the TDS-specific discrepancy
is larger (∼100%).

The TDS-specific discrepancies (which determine both the
difference between measurements at different facilities and
between TDS and IBA) are attributed to the following sources:

Factor 1: incomplete desorption leading to uncertainty in D
quantification;

Factor 2: inherent difference between IBA and TDS tech-
niques due to different sampling depths/volumes and sensitiv-
ity to inhomogeneities from quarter samples;

Factor 3: uncertainty of the QMS calibration;

Figure 9. Comparison of the T desorption spectra obtained from
reference samples at Facilities A and B.

Factor 4: unquantified fraction of D released in HDO and
D2O molecules.

In the following discussion these factors will be analyzed
and referred to using the designation from this list.

Factor 1: from figure 6 it is evident that not all D is released
from the Be quarter samples during a regular TDS run to the
maximum temperature of 1050 K (and even when the max-
imum temperature is 1275 K, though to a much lesser extent),
therefore it can be concluded that TDS measurements on Be
samples will underestimate the true amount of D present (lead-
ing to Factor 1). However, this underestimation is relatively
minor—the fraction of D that is undetected in TDS is ∼30%
even in the worst cases, and is usually less than 20%. It should
be noted that there is a significant scatter between the remain-
ing fractions from sample to sample—the remaining D frac-
tion ranges between ∼2% and 30% (figure 6). Comparison of
the release spectra from the corresponding samples (figure 10)
demonstrates that this difference in remaining D fraction ori-
ginates from the difference in the position of the release max-
imum in the corresponding desorption spectrum. Samples with
a large remaining fraction (such as 463B in the example in
figure 10) are those where the release maximum is at higher
temperature (in the case of 463B at 970 K), close to the
maximum temperature of the TDS run (1050 K). As a con-
sequence, at the beginning of the holding period the release
rate is still high (comparable to that at the maximum), and
hence by the end of the holding period, during which the
release rate progressively decreases, the release rate is still
substantial, reflecting a significant remaining amount of D. In
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Figure 10. Comparison of the normalized D spectra obtained at
Facility B using two samples with significantly different
percentages of D remaining after a TDS run.

contrast, for those samples with the release maximum at lower
temperatures (e.g. 569B in figure 10, at 880 K), the hold time
is more effective at removing the remaining D, with the release
rate falling to near-background levels by the end. Therefore, it
can be expected that TDS results from Be samples where the
release maximum is shifted to higher temperatures (in partic-
ular close to the maximum temperature of the run) will tend to
have a higher degree of underestimation.

In light of this, it can be suggested that a preferable proced-
ure for TDS measurements on Be samples is heating them up
to the highest temperature available for the equipment, which
in this case is a maximum temperature of 1275 K for Facilities
A and D. However, when this is not possible, the degree of
underestimation is of the order of a few tens per cent.

Factor 2: the ratio of D retention values measured by IBA
to those of TDS for the same individual quarters is plotted as a
function of position within a tile in figure 11, where the results
from all facilities are summarized. Comparison between TDS
and IBA results demonstrates that TDS tends to systematically
yield higher values of D retention than IBA. This can be attrib-
uted to the fact that detection ranges (i.e. the depth to which
retained D is detected) are different, with IBA only probing the
near-surface region (∼5 µm in the conditions implemented in
this study) while TDS detects D coming from the entire sample
volume, including the bulk region beyond the IBA detection
range. Therefore, when comparing TDS and IBA an additional
source of discrepancy due to this difference in probed ranges
(Factor 2 in the list above) arises.

It is also evident that there is a certain spatial distribution of
the difference between IBA and TDS. In the center of a tile, the
IBA-to-TDS ratio of D retention is low and tends to increase
towards the periphery. This indicates that in the center—which
is an erosion-dominated zone—the majority of D is retained in
the bulk, outside the first 5 µm from the surface, and is there-
fore governed by diffusion and trapping. At the same time, at

Figure 11. Comparison of the ratios of amounts of D measured by
IBA and TDS for different quarter samples across IWGL and WPL
tiles.

the periphery—a deposition-dominated zone—the majority of
trapping occurs within the co-deposits and the majority of the
D is therefore located close to the surface, accessible to IBA
probing.

It should be noted that it is unphysical to have a higher total
retention measured by IBA than TDS, since by definition IBA
only measures a fraction of the volumemeasured by TDS, thus
the IBA-to-TDS ratio should never exceed 1. It can be seen,
however, that in some cases, all of which are located at the
periphery of the tiles (within the deposition-dominated zone),
this ratio is higher than 1. This reflects the fact that the size of
the ion beam spot is∼1 mm2, i.e. it is smaller than the dimen-
sions of a quarter sample. Therefore, IBA results here are more
sensitive to the local inhomogeneity of D content (such as
individual D-rich co-deposit particulates, for example, which
can be present within the beam spot leading to an increase in
observed D content but not reflecting the true overall D con-
tent within the sample). Incidentally, this local inhomogeneity
is a contribution to the observed variation in IBA results them-
selves noted in figure 3. Additionally, Factor 1 (incomplete D
release) also contributes to the IBA-to-TDS ratio exceeding 1
as an underestimation of the total retention drives the IBA-to-
TDS ratio up.

Factors 3 and 4: uncertainty in calibration and in the unac-
counted for contribution of other D-containing molecules can
be addressed by using the results from the reference samples,
which, since they are lab-produced, are inherently more com-
parable. Importantly, Factors 1 and 2 from the list above are not
relevant for the reference samples.W-coatedMo samples were
heated to 1275 K and, as is evident from figure 8, D release
ceased by the time the maximum temperature was reached,
which means that no unreleased D remained unaccounted for
in the sample following the TDS measurement. Hence one
expects no discrepancy due to Factor 1. Since the D-saturated
W layer is ∼2 µm thick, the IBA probing depth covers its
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entirety, and thus the probed depth region is the same for IBA
and TDS, eliminating the influence of Factor 2 as well.

It was noted above that the TDS-specific difference in D
quantification between reference samples is ∼20%. Given the
arguments above, this can be considered as an estimate of the
combined contributions of Factors 3 and 4 to the discrepancy
arising between TDS instruments. Deconvolution of these
factors is not possible due to the difficulty in calibrating HDO
and D2O contributions, but these are very likely to be differ-
ent between the systems. This conclusion stems from the fact
that the relative contribution of HD and D2 molecules is differ-
ent between the instruments (the percentage of D released in
the form of HD molecules is ∼17% in Facility B and ∼19%
in Facility D, but ∼30% in Facility A), possibly due to dif-
ferent background levels of residual H2 and in particular H2O
in the vacuum chambers; it is therefore reasonable to assume
the kinetics of formation of other molecular species are also
different. However, since the results of TDS instruments are
generally similar in total D quantification and desorption char-
acteristics, and also similar to IBA results, it can be concluded
that contributions of unquantifiedD-containingmolecular spe-
cies (Factor 4) are small; correspondingly, the contribution of
Factor 3 must be small as well.

Based on these findings it can be concluded that, barring
severe experimental errors such as incorrectly determined cal-
ibration factors, values of retention reported from different
laboratories are comparable for practical purposes. In partic-
ular, for highly reproducible lab-produced samples the dis-
crepancy between the systems is only ∼20%. Technical solu-
tions such as improved determination of calibration factors for
D-containing molecules and improvement of vacuum in the
measurement chamber (with the associated decrease of H2 and
H2Obackgrounds) can be recommended to improve the degree
of measurement precision, and therefore comparability.

4.2. Measurements of tritium retention

The data plotted in figure 7 show a large discrepancy (close
to three orders of magnitude for some sets) in the T quanti-
fication of the quarter samples, both between different TDS
instruments and between TDS and dissolution. However, on
examining the mass 5 (DT) and 6 (T2) spectra it is evident that
these signals are essentially at the level of noise (see figure 12)
and therefore T quantification using QMS signals of DT and
T2 molecules at these low concentrations is not possible. The
intrinsic noise level will be governed by pumping and vacuum
conditions for individual systems.

This could be expected, since at present only trace amounts
of T are present in JET-ILW tiles. This is due to the fact that
between the installation of ILW and extraction of the tiles used
for the measurements following the ILW3 campaign, only H
and Dwere used in JET, and thus all the T present comes either
from implantation of energetic T produced in the D–D reac-
tion or neutron-induced transmutation of Be, in addition to
residual inventory from the previous D–T campaign in 1997
(pre-ILW) [92].

Figure 12. Typical desorption spectra of masses 5 and 6, measured
at (a) Facility B and (b) Facility D.

On the other hand, T contents obtained in dissolution meas-
urements do not result from QMS-based detection of molecu-
lar species but derive from the direct measurements of radio-
activity of released T. This activity can be accurately measured
even at very low T concentrations, and these measurements are
not affected by the molecular state of T. Therefore, it can be
concluded that at the current T levels in Be tiles of JET-ILW—
namely, on the order of 1012 atoms cm−2—measurements of
QMS-based TDS do not allow reliable quantification of T con-
tent and distribution. In contrast to these, the radiometry-based
dissolution method, where activity of released T is measured,
as opposed to detection of molecules by QMS, is much more
sensitive to low concentrations of T and is therefore prefer-
able for analysis of T distribution in JET tiles at the present T
concentrations.

Lab-produced tritiated samples contained considerably
higher amounts of T (∼1016 atoms cm–2). Indeed, it can be
seen that at this T content the results of TDS and dissolution
are comparable (table 4), indicating that determination of T
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content in QMS-based instruments becomes feasible when
it is sufficiently high. The exact T content where this trans-
ition occurs has not been established. However, considering
both the results from quarter samples and tritiated samples, an
estimate can be suggested. As per figure 12, for QMS-based
TDS the signals of T-containing molecules are at or close to
the noise level; these correspond to the calculated T contents of
1012–1014 atoms cm−2, even when radiometrically measured
contents are much lower. This suggests that any concentration
of T below these levels would be lost in noise and is therefore
not measurable by QMS-based TDS. Thus, the transition to a
content where this measurement becomes possible with this
technique lies in the range 1014–1016 atoms cm−2.

Despite the low concentration of T in the quarter samples
presented here, it is important to note that in the 2021 DTE2
campaign in JET a 50%–50% D-T mixture was used, indicat-
ing that following this campaign the amount of T retained in
the PFC will be comparable to that of D. Consequently, based
on the results of tritiated reference samples, where the amount
of T is comparable to that of D in typical JET samples and
is reasonably confidently quantified using QMS-based TDS
measurements, it can be expected that when PFCs are extrac-
ted from JET in the future (i.e. following the DTE2 campaign),
quantitative studies of T retention using TDS will be possible.
Of course, the same holds true for eventual studies of PFCs
extracted from ITER.

4.3. Desorption spectra

Comparison of the desorption release spectra produced at dif-
ferent facilities demonstrates that overall shapes of the spectra
are captured by all of them. However, a systematic difference
was observed in terms of the positions of the release peaks.
While Facilities A and D produce spectra with peaks at essen-
tially identical temperatures, spectra from Facility B are sys-
tematically shifted towards a higher temperature. Moreover,
as noted in sections 3.1 and 3.2, this shift is not a constant
offset—the higher the temperature, the larger the shift.

To explain this behavior one should note that, as mentioned
in the experimental description, Facilities A and D are using
the same type of heating system, while the heating system of
Facility B is different. In Facilities A and D, a sample is placed
inside a quartz tube and heated within an oven; in contrast, in
Facility B the sample is placed onto a heating plate with a pro-
tective AlN layer between the heater and the sample. It should
be emphasized that the protective layer is necessary for use
with Be samples to avoid bonding the sample to the stage as a
result of localized heating, and while for W-coated Mo refer-
ence samples this is technically not necessary it was still done
to keep the experimental conditions the same for comparison
purposes. Therefore, it can be suggested that the difference
in the way heating is applied lead to the observed changes in
release temperatures.

The fact that there is no need to use an AlN layer with
the reference W-coated Mo samples was utilized to study the
effect of AlN on the spectral shapes and peak positions in

Figure 13. TDS spectra obtained for reference samples at different
facilities, and in Facility B without a protective AlN layer.

Facility B. Two reference samples were measured, one with
and one without an AlN layer. A comparison of the corres-
ponding spectra is shown in figure 13, and it is evident that
the presence of an AlN layer indeed modifies the spectrum in
the same way as observed above—the positions of peaks shift
towards higher temperature, and this shift increases with tem-
perature. On the other hand, from figure 13 it is also evident
that the peak positions produced without AlN in Facility B are
close to those produced in Facility D, i.e. in the absence of
AlN the above-mentioned systematic temperature discrepancy
disappears.

This behavior can be explained as follows. Because of the
additional step of thermal transfer through the AlN layer, as
well as through the AlN–heater interface, the true temperature
of the sample surface is lower than the nominal temperature
measured at the heater, and this temperature delay between
the heater and the sample increases with increase in the heater
temperature. In the spectra produced at Facility B, the sample
temperature (not measured directly) is considered to be equal
to the heater temperature (which is the one that is measured
and recorded). However, because of this delay, this assumption
does not hold in the presence of the AlN layer, and the true
temperature of the sample is lower than assumed.

Comparing the positions of the characteristic points in the
spectra measured with and without AlN (in the case of the
reference samples), as well as spectra of the quarter samples
measured with AlN on the plate heater in Facility B and those
without it in the oven in Facilities A and D, it is possible to
quantify the effect of the heating delay due to the AlN layer.
Figure 14(a) presents an example of such a procedure for a
single spectrum. Arrows indicate the temperature difference
created by the AlN layer at different nominal heater temper-
atures. Note that this assumes that such normalized spectra
should be identical in the absence of AlN. The dependence
of the temperature difference, calculated in such a way, on the
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Figure 14. (a) Comparison of the normalized mass 4 release spectra
obtained from the reference samples at Facility B with and without
an AlN protective layer, illustrating the temperature shift introduced
by AlN. (b) Dependence of temperature shift introduced by AlN on
the nominal heater temperature.

nominal heater temperature is presented in figure 14(b). The
points in the plot are taken from a number of spectra, compar-
ing results for bothW samples with andwithout AlNmeasured
at Facility B and Be samples measured with AlN at Facility
B with those measured at other facilities. It is evident that the
increased temperature difference as a function of nominal tem-
perature can be well fitted by a linear dependence with a slope
of 0.193. This means that the temperature ramp experienced
by the sample is still constant but it is lower than the nominal
value of 10 K min−1: it is equal to 10 × (1–0.193) = 10 ×
0.807 or ∼8.1 K min−1.

The heating rate at the sample surface can be used to per-
form a recalibration of temperature measurement and com-
pensate, at least partially, the effect of the temperature delay
introduced by the AlN layer. Since the heating rate is still con-
stant, dependence of the sample temperature as a function of
time can be calculated, replacing the heating rate at the heater
stage, 10 K min−1, by the calculated rate of 8.1 K min−1. An
example of a corrected spectrum produced in this way is shown

in figure 13, and it is evident that the positions of the peaks in
the corrected spectrum are similar to both those produced by
the sample measured without AlN and those produced by the
sample measured at a different facility.

It should be noted that, as seen in figure 14(b), there is
a significant scatter of the values of temperature difference
obtained from different samples—the deviation from the cal-
ibration line reaches ∼60 K. This can be considered to be an
inherent uncertainty in the determination of sample temperat-
ure that cannot be eliminated by a single calibration function.
Several factors contribute to this scatter in true surface tem-
perature from sample to sample. Since D is mainly retained
in the near-surface region, and the sample is heated from the
opposite side on the plate heater, a certain temperature differ-
ence is introduced due to thermal transport within the thick-
ness of the sample itself. This difference would depend on the
material, and hence be different for W, bulk Be and Be co-
deposits (where an additional thermal transport step through
the deposit–substrate interface will be present), and indeed
any other investigated material, but also on the thickness of
the individual sample. In addition, sample-specific uncertainty
arises also because different samples would have different
shapes and roughness of the back surface, and as a result
thermal contact between the surface and the sample will be
different for each sample and cannot be quantified in a general
way. Therefore, the influence of these different factors will
vary from sample to sample but the figure of ∼60 K is a reas-
onable general estimate of the maximum uncertainty.

Since temperature positions of release peaks are used in the
modeling of diffusion and trapping in order to determine trap-
ping energies ET for hydrogen isotopes in materials, the shift
in temperature as measured by TDS can potentially influence
the obtained values of ET. In order to estimate to what degree
the observed temperature uncertainty translates into the uncer-
tainty in ET, a simple analysis using the Kissinger method can
be applied [93]. In this method, positions of the release peaks
are measured at different heating rates and plotted as values of

ln
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as a function of 1/Tc, where φ is heating rate and

Tc is peak temperature position, known as the Choo–Lee plot
[94]. The trapping energy ET is then related to the slope of the
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is the gas constant.
Assume, as an example, a release peak located at 800 K

with a heating rate of 10 Kmin−1, corresponding to a trapping
energy of 1 eV. Based on the assumed value of ET the slope
of the straight line can be calculated; from there, the intersec-
tions of this straight line with the lines corresponding to other
heating rates can also be calculated, and hence the positions
of release peaks that correspond to those heating rates can be
determined—in this example, the peak would be located at
768 K at a heating rate of 5 K s−1 and 835 K at a heating rate of
20 K s−1 (circles in figure 15(a)). Now each of these peaks is
shifted by an assumed value of temperature uncertainty, and
correspondingly a new set of points in the Choo–Lee plot is
formed (triangles in figure 15(a)). A straight line is then fitted
to this newly formed set of points, its slope is calculated and
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Figure 15. (a) An example of the simulated shift of peak positions
caused by the temperature uncertainty of 100 K for heating rates of
5, 10 and 20 K min−1. (b) Dependence of the relative uncertainty of
ET corresponding to the temperature uncertainties of 30, 60 and
100 K as a function of nominal temperature. (c) Dependence of the
relative uncertainty of ET as a function of relative temperature
uncertainty.

a corresponding ET is determined. In the particular example
shown in figure 15(a), if a peak shifts by 100 K, the original
value of 1 eV changes to 1.24 eV (a relative change of 24%).

Using this method, it is possible to calculate the relative
uncertainty in ET corresponding to an uncertainty in temper-
ature measurement of 60 K. This is presented in figure 15(b)
as a function of nominal heater temperature (for comparison,
relative uncertainties caused by temperature uncertainties of
30 K and 100 K are also presented). Alternatively, the plots
of relative uncertainty in ET for different temperature uncer-
tainties can be replotted as a function of relative temperat-
ure uncertainty, as presented in figure 15(c). It is evident
that for any absolute temperature uncertainty such a depend-
ence follows the same smooth curve. Notably, this relative
change is almost independent of ET, with a small decrease
at higher trapping energies. It can be seen that in the temper-
ature range where release peaks of Be samples are located,
namely ∼800–1000 K, for a temperature uncertainty of 60 K
(corresponding to a relative uncertainty of 6%–7.5%), the rel-
ative uncertainty in trapping energy is ∼15%.

In the context of the topic of this paper, the main conclu-
sion with regard to the shapes of desorption spectra is that TDS
facilities with different heating systems might produce spec-
tra with somewhat different positions of the desorption peaks.
Plate-type heaters, where samples are pressed to the flat heat-
ing surface and are heated from the back while desorption is
detected from the front, tend to introduce random scatter in the
positions of peaks, due to differences in sample geometry and
mounting, and also introduce a systematic progressive shift of
the spectra towards higher temperatures. However, this scatter,
i.e. the temperature uncertainty, is shown to be in the range of
several tens of kelvin, and this translates to a relatively small
uncertainty in the determination of trapping energy (∼15%
for the temperature range where desorption peaks are located
in Be). Therefore, it can be concluded that quartz tube-type
heating systems seem preferable as they are less susceptible to
thermal gradients across the sample and associated uncertainty
in sample temperature than the plate-type heating system for
these types of samples that are relatively thick.

5. Summary and outlook

A comprehensive research exercise was designed and accom-
plished to address critical issues in quantification of the fuel
inventory in Be- and T-contaminated PFCs from JET-ILW. In
particular, the sources and the magnitudes of the discrepancies
between the results obtained at independent TDS instruments
as well as between TDS and other techniques, namely IBA (in
the case of measurements of D content) and dissolution (in the
case of T), were studied and quantified.

Insofar as measurements of D content in Be samples from
JET are concerned, it was found that the discrepancy between
different TDS instruments is close to ∼250%. Part of this
discrepancy is due to the inherent differences between the
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investigated samples, which were established to be∼150% by
IBA. The main sources of additional (TDS-specific), discrep-
ancy (∼100%) include

(1) uncertainty of the remaining D content not released during
the TDS measurement;

(2) uncertainty of the QMS calibration;
(3) unquantified fraction of D released in the form of HDO

and D2O molecules.

Uncertainty in the remaining content arises from the fact
that in some TDS systems the maximum temperature to which
a Be sample can be heated is limited by the onset of Be evap-
oration that starts above 1050 K. It was found that at this tem-
perature up to∼30% of Dmight remain unreleased, leading to
a corresponding underestimation of measured retention. This
underestimation is correlated with how close the maximum of
the high-temperature release peak is to the beginning of the
maximum temperature holding period, or, equivalently, what
fraction of the maximum release flux is reached at the begin-
ning of the hold. High remaining fractions are associated with
a high release flux at the beginning of hold; when this release
flux is down to∼20% of the maximum, the remaining fraction
of D is only several per cent. In contrast, heating to 1275 K, at
which the temperature release flux is essentially nil, releases
virtually all D present.

Combined uncertainties in the QMS calibration and the
fraction of D released as unquantifiable molecular species
(HDO and D2O) are found to be small, generally ∼20%
between different TDS laboratories.

Comparison of desorption spectra demonstrates that instru-
ments with identical heating systems produce essentially
identical spectra. It was found that a difference in the positions
of desorption peaks could be observed between instruments
with different heating systems (heating plate and oven). This
difference has a characteristic appearance, where a system
with a heating plate tends to produce spectra with release peaks
at higher temperatures. This behavior can be explained by sup-
pression of the heat transfer from the heater to the sample,
leading to the actual temperature of a sample being lower than
the assumed temperature (i.e. that of the heater). It has been
demonstrated that a systematic temperature shift of this type
can be partially corrected after the measurement. Following
this correction, temperature uncertainty due to sample-specific
variation is estimated to be∼60K. For Be, where release peaks
are located in the 800–1000 K range, this translates into an
uncertainty in the determination of trapping energy of ∼15%.

Comparison of TDS and IBA demonstrates that the ratio
between amounts of D measured by two techniques at differ-
ent locations across limiter tiles show a systematic depend-
ence: in the central part of the tile the IBA-to-TDS ratio is
low, generally below 0.5, and this increases towards the peri-
phery, approaching 1. This indicates the difference in reten-
tionmechanism between these areas. In the erosion-dominated
central part of a tile a large fraction of the D is retained in the
bulk, beyond the detection range of IBA; on the other hand,
in the deposition-dominated peripheral regions most of the

retained D content is near the surface, within the reach of IBA.
Indeed in the peripheral regions of the tiles, the IBA-to-TDS
ratio occasionally exceeds 1, which is unphysical. This can
be rationalized by the measurement spots of IBA occasionally
containing local areas of increased D content, and does not
reflect the amount of D in the sample as a whole, as well as
underestimation by TDS of the total retention due to not all
the D being released during a TDS run.

Comparison of T retention values indicate that at low T
contents—corresponding to those found in JET-ILW PFCs
at present, ∼1012–1014 atoms cm−2 (i.e. following only
D plasma campaigns)—QMS-based TDS is not suitable
for quantification, as opposed to radiometry-based meth-
ods such as dissolution. In contrast, at concentrations of
∼1016 atoms cm−2 QMS-based and radiometry-based tech-
niques produce comparable results.

Based on the findings of the study, general recommenda-
tions regarding best practice for TDS measurements can be
formulated:

(1) The maximum temperature in the TDS run should consid-
erably exceed the temperature of the last release peak, such
that by the beginning of the maximum temperature hold-
ing period the D release flux is considerably lower than
at the maximum, ideally at most ∼20% of the maximum
value. Otherwise, there is the potential for underestimating
the values of retention.

(2) Accurate control and measurement of sample temper-
ature is needed, making the oven-type heating systems
preferable to heating plate-type ones, particularly for thick
quarter samples.

(3) Systems should have the best vacuum that can be achieved
to ensure the hydrogen and oxygen background is kept as
low as possible, to minimize underestimation of the D con-
tent due to release of its fraction in the form of unquan-
tifiable HDO and D2O molecules and later T-containing
iso-molecules.

Concerning comparison between different techniques, a
few general observations can be made:

(1) TDS and IBA yield comparable results in terms of D reten-
tion. The differences in retention values that are observed
in Be samples from JET-ILW limiter tiles are due to the
different retention mechanisms in different regions of the
tiles.

(2) TDS and dissolution yield comparable results in terms
of T retention—with an important caveat that this is the
case when T concentration is sufficiently high, above
∼1014–1016 atoms cm−2. At lower T concentrations the T
signal is below the limit of detection due to the intrinsic
noise level, so QMS-based determination of T content is
impossible. Radiometric techniques, such as dissolution of
radiometry-based TDS, are preferable (indeed they present
the only possibility) for measurements of T retention in
these conditions (which, incidentally, characterize current
T contents in JET-ILW PFCs).
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Overall it should be emphasized that even though dis-
crepancies were observed between different TDS facilities
on the one hand and between TDS and other techniques on
the other, these measurements can still provide valuable fuel
quantification and trapping energy data. Even in the worst
cases, discrepancy in retention of inhomogeneous samples
and T between different TDS facilities is ∼250% (a factor of
3.5). For rather homogeneously prepared D and H reference
samples a factor of 1.4 was determined between different TDS
facilities. Comparison between different techniques shows
that when their ranges of applicability overlap (i.e. compar-
ing TDS and radiometry-based dissolution, when the amount
of T is sufficiently high and comparing TDS and IBA when D
is concentrated close to the surface within the probing range
of IBA), their results are also comparable.
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