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Abstract
A robust disruption mitigation system (DMS) requires accurate characterization of key
disruption timescales, one of the most notable being the thermal quench (TQ). Recent modeling
of shattered pellet injection (SPI) into ITER plasmas, using JOREK and INDEX, suggests long
TQ durations (6–10 ms) and slow cold front propagation due to the large plasma size. If
validated, these predictions would have an impact on the desired pellet parameters and
mitigation strategies for the ITER DMS. To resolve these questions, a database of SPI
experiments from several small-to-large sized devices (J-TEXT, KSTAR, AUG, DIII-D, and
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JET) has been compiled under the auspices of the International Tokamak Physics Activity
MHD, disruptions, and control topical group. Analysis of the energy loss duration (proxy for the
TQ duration) with machine size is presented for both mixed neon/deuterium (Ne/D) SPI and
pure deuterium (D) SPI. Several metrics for the energy loss onset (e.g. soft x-ray signal drop, Ip
dip, and radiation flash) were considered as the conventional metric, electron cyclotron
emission, is often cut-off during SPI. Several scalings with different onset metrics showed an
increase in energy loss duration with machine size. The energy loss duration was additionally
shown to be a function of the ratio between the number of SPI neon atoms injected and the
stored energy. Analysis of the pellet shard position relative to the cold front found that in larger
devices, pellets are typically found inboard of the q= 2 surface at the energy loss onset. Lastly,
the delay between the pellet shards hitting the q= 2 surface and the energy loss onset was
additionally found to increase with machine size. This suggests that the pellet shards in large
devices will penetrate faster and further than the cooling front.

Keywords: disruption mitigation, shattered pellet injection, thermal quench, disruption, ITER

(Some figures may appear in colour only in the online journal)

1. Introduction

Plasma disruptions are one of the largest barriers to the toka-
mak as a cost-effective fusion reactor. Disruptions result in the
rapid loss of plasma thermal and magnetic energy. If unmit-
igated, the impact of this energy to the first wall can severely
damage the plasma-facing components leading to costly down
time. Apart from JET with the ITER-like wall [1], current
tokamaks can withstand unmitigated disruptions. ITER [2, 3],
SPARC [4], and future pilot plants will all have larger stored
energies and plasma currents that will necessitate robust dis-
ruption mitigation systems (DMSs).

In ITER, disruption mitigation will be done primarily using
shattered pellet injection (SPI) [5]. Here, frozen pellets (typ-
ically a combination of hydrogen, deuterium, and/or neon) are
shattered and injected into the plasma to quickly radiate the
plasma energy uniformly over the first wall. The pellets are
shattered prior to entering the plasma to increase the particle
assimilation. In preparation for ITER operation, SPI systems
have been successfully deployed on several tokamaks around
the world [6–12].

While SPI has been routinely tested on a wide range of
tokamaks, the ITER SPI system represents a large extra-
polation in our understanding of disruption mitigation. The
ITER DMS will feature much larger pellets (28 mm dia-
meter) that will be injected into plasmas withmuch larger sizes
(Vplasma = 830 m3), plasma currents (Ip ⩽ 15 MA) and stored
energies (WMHD = 36 MJ in L-Mode). For reference, the SPI
system on JET injects 4.6–12.5 mm diameter pellets into plas-
mas with Vp = 78 m3, Ip = 1–3 MA, and WMHD ⩽ 8 MJ.
While the ITER DMS design has been finalized, there are still
many open questions about the expected performance of the
system. To address these questions, the fusion community has
developed several modeling codes to predict SPI performance
in ITER, namely JOREK [13, 14], INDEX [15], NIMROD
[16], M3D-C1 [17], and DREAM [18]. These codes vary in
their speed, fidelity, and methodology, but their combined use

allows for accurate evaluation of current SPI experiments and
prediction of future SPI performance.

JOREK and INDEX, in particular, have been used to sim-
ulate mixed Ne and D SPI (referred to here as Ne/D) and pure
D SPI discharges in AUG, DIII-D, KSTAR, and JET and have
shown good consistency with experiment [19–23]. Recently,
JOREK and INDEX have been used to simulate SPI-triggered
disruptions in ITER L-mode plasmas. These simulations pre-
dicted longer than expected thermal quench (TQ) durations
on the order of 6–10 ms [24, 25]. In [24], it is argued that
size effects may play a significant role in the increased TQ
duration as the pellet ablation time is theorized to scale with
the major radius and the toroidal field (τabl ∝ R5/3B0.842). A
longer pre-TQ durationwould providemore time for: the pellet
shards to interact with the plasma, the dispersal of the plasma
thermal energy, and subsequent pellet injections. In addition,
these simulations have also predicted that the pellet shards
will penetrate faster than the cold front, identified here as the
radial position where the electron temperature (Te) profile is
10 eV. This may result in improved particle assimilation (due
to higher Te at the deposition location) and reduced RE seeds
(due to lower Te at the TQ onset). Both results would be bene-
ficial for thermal load mitigation and may relax some of the
mitigation constraints, thus it is imperative to validate these
predictions.

SPI has such stringent mitigation constraints as the frag-
ment arrival time can significantly impact the particle assim-
ilation. Generally, the fragments need to be deposited into the
plasma before the global reconnection event (GRE). The GRE
characterizes the final stochastization of the flux surfaces and
definitively signifies that all of the confined plasma thermal
energy has been lost. Fragments injected after this point will
assimilate poorly due to the very low plasma temperature and
will only contribute minimally to the thermal load mitigation.
Due to the unexpected and unavoidable nature of some dis-
ruptions, the warning time to the ITER DMS may be <10 ms
[26]. Therefore, any extension to the pre-GRE or TQ duration
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will be largely beneficial to the mitigation efficiency. It must
be noted, however, that without a disruption precursor and
adequate warning time, it will likely not be possible to fully
mitigate the TQ loads even with the longer TQ duration estim-
ates from JOREK/INDEX.

An empirical scaling of TQ duration (derived from the
plasma temperature, pressure, or soft x-ray (SXR) emission)
with machine size has been observed for both natural dis-
ruptions and MGI-triggered disruptions [2, 26], however, a
comprehensive study of TQ durations in SPI-induced disrup-
tions has not yet been performed. This paper seeks to rem-
edy this and investigate the pellet penetration compared to the
cooling front through the establishment of the International
Tokamak Physics Activity (ITPA)MHD, disruptions, and con-
trol (MDC) 24 SPI database. The paper is organized as fol-
lows: section 2 details the composition of the ITPA MDC 24
SPI database and discusses the complexities of defining the TQ
during SPI. Due to the differences in disruption characteristics
for Ne/D SPI and pure D SPI, their analysis has been separated
into two different sections. Section 3 presents the size scalings
for Ne/D SPI and section 4 presents the size scalings for pure D
SPI. Section 5 details the pellet penetration analysis and com-
pares that to the inward movement of the radiative cold front.
Lastly, section 6 provides some discussion of the results and
concluding remarks.

2. The ITPA MDC 24 SPI database

To investigate the scaling of SPI-induced TQ duration with
machine size, a multi-machine database was compiled from
five tokamaks of different sizes: J-TEXT, KSTAR, AUG, DIII-
D, and JET. The approximate poloidal cross-sections of the
included devices are plotted in figure 1 to show the difference
in size between the devices (constant triangularity and elong-
ation used for the diverted tokamaks). For each machine, rel-
evant plasma parameters and diagnostic traces were collected
from a number of SPI experiments that featured a range of dif-
ferent pellet parameters. The parameters and diagnostic traces
compiled for the database are given in table 1. The database is
comprised of 16 shots from J-TEXT, 2 shots from KSTAR,
14 shots from AUG, 73 shots from DIII-D, and 68 shots
from JET.

In theory, electron cyclotron emission (ECE) provides the
best indication of the plasma thermal energy loss due to its
high temporal resolution measurement of the electron tem-
perature. However, disruptions triggered by SPI can quickly
become cut-off to ECE as the density can increase rapidly,
leading the plasma to become evanescent. Therefore, there is
not a standard community definition for the TQ onset time
during SPI and alternatives to ECE are highly desired. These
include the dip in the Ip signal before the Ip spike, the drop
in SXR emission, the increase in the n= 1 or n= 2 signals,
and the increase in the absolute extreme ultraviolet (AXUV),
vacuum ultraviolet (VUV), and/or visible light signals associ-
ated with the radiation flash. Since we were unable to use ECE
for many of the discharges in this database, we will refer to the

thermal loss timescale as the ‘energy loss duration’ rather than
the ‘TQ duration’ to avoid possible confusion.

To assess the impact of various energy loss onset metrics on
the size scaling, energy loss durations were calculated using
all the metrics specified above. This resulted in a broad ana-
lysis of energy loss scalings and provided insights into poten-
tial alternative energy loss onset metrics for SPI experiments
going forward. The energy loss duration was defined here as
the time between the energy loss onset and the Ip spike. This
definition was explicitly chosen due to ambiguity in the TQ
duration without good ECE measurements. In the absence of
these measurements, it can be difficult to determine not only
the onset of the TQ, but the end of the TQ as well. We have
therefore used the Ip spike as a proxy for the end of the TQ, as
it represents the end of the GRE and the beginning of the cur-
rent quench [27]. We acknowledge that this definition is likely
an upper estimate for the energy loss duration, as it is possible
that the thermal energy has been exhausted before the end of
the GRE.

An example of how different onset metrics can produce
different energy loss durations for the same shot is shown in
figure 2. In this example, the Ip dip, the drop in the ECE sig-
nal at the q = 2 flux surface, the drop in the core SXR signal,
and the increase in n= 2 amplitude were used to determine the
energy loss onset time. The orange line corresponds to the pel-
let arrival time, the green line corresponds to the individually
calculated energy loss onset times, and the black line corres-
ponds to the Ip spike time. For the decreasing signals (ECE
and SXR), the threshold for the energy loss onset was taken
as a desired percentage of the baseline signal. For the increas-
ing signals (n= 1 amplitude, n= 2 amplitude, and the radi-
ation flash), an arbitrary percentage of the maximum signal
was used as the threshold for the energy loss onset time. If the
threshold occurred before the pellet arrival time or after the Ip
spike time, the energy loss duration for that shot was not used.
Figure 2 shows that the estimated energy loss duration can vary
between 0.5 and 2.5 ms just based on the chosen onset metric
and provides further motivation for the consideration of mul-
tiple onset metrics. Section 3 will detail the Ne/D SPI analysis
and section 4 will detail the pure D analysis.

3. Size scaling of energy loss duration in Ne/D SPI

The analysis of Ne/D SPI and pure D SPI was separated due
to the inherently different cooling mechanisms and disruption
characteristics of the two pellet types [21]. Ne/D SPI shutdown
is driven by strong radiation cooling which results in short
pre-GRE durations (<5 ms). Pure D SPI, on the other hand,
is dominated by dilution cooling (due to its low atomic num-
ber) which leads to a much less rapid loss of energy and very
long pre-GRE durations (>10 ms). This can result in ambi-
guity in the TQ onset as pure D SPI discharges can have sig-
nificant energy loss before the GRE [28]. This ambiguity is
further complicated as several diagnostics become ineffect-
ive during pure D SPI. Comparing these two injection scen-
arios in the same analysis would therefore complicate energy
loss duration estimates as different physical mechanisms and
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Figure 1. Size comparison and plasma parameters of tokamaks used in the ITPA MDC 24 database. Constant triangularity and elongation
used for the diverted tokamak cross-sections.

Table 1. List of plasma parameters, SPI parameters, and diagnostics traces collected for the ITPA MDC 24 database.

SPI parameters Plasma parameters Diagnostic traces

Number of injected neon atoms Toroidal field (T) Plasma current (A)
Neon fraction Major radius (m) Stored energy (J)
Pellet velocity (m s−1) Minor radius (m) Line-average density (m−3)
Pellet arrival time (s) Plasma volume (m3) Radiated Power/AXUV/VUV (arb.)
Pellet position, ρpellet (t) Normalized radius of the q = 2 surface n = 1 magnitude (arb.)

n = 2 magnitude (arb.)
Soft x-ray (core, q = 2, edge) (abr.)
ECE (core, q = 2, edge) (eV)

Figure 2. Examples of energy loss duration definition using four different metrics for the energy loss onset time: (a) the Ip dip, (b) 80% of
the ECE signal at the q = 2 surface, (c) 80% of the baseline core SXR signal, and (d) 20% of the maximum n = 2 signal. Time base is
relative to the pellet arrival time, tarrive.
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Figure 3. (a) Example of an electron temperature collapse in a JET Ne/D SPI discharge measured by ECE. (b) Example of ECE signal
collapse in a JET pure D SPI discharge due to the plasma density surpassing the cut-off density threshold.

diagnostic limitations would be convolved. This section only
presents data from discharges with Ne/D SPI.

3.1. ECE

When available, ECE is the standard measurement to determ-
ine the TQ onset and TQ duration. ECE diagnostics can
provide fast measurements (0.5–1 MHz sampling rates) of
the electron temperature at several radial locations [29, 30],
whereas other temperature diagnostics, such as Thomson scat-
tering, are typically limited in their time resolution (1–5 kHz
for systems with burst mode capability, <200 Hz for stand-
ard operation). As mentioned previously, the main drawback
to ECE is its sensitivity to the plasma density. The ECE cut-off
frequency, which causes the emitted radiation to be reflected
away from the receiver, is dependent on the plasma density and
at high densities the plasma can become evanescent to ECE.
This is often the case in SPI experiments as the injected neut-
rals are quickly ionized, resulting in a large increase in the
plasma density.

In an ideal scenario, the TQ should be visible in the ECE
signal as an obvious decline in the electron temperature from
the edge channels inward as the pellet shards penetrate through
the plasma. This is shown in figure 3(a) for ECE measure-
ments on JET featuring lines-of-sight at the plasma edge, the
q = 2 surface, and the core. When the plasma becomes cut-
off to ECE, a rapid decline in temperature is observed regard-
less of radial location (assuming these locations are all above
the cut-off density). An example of a JET plasma that has
become cut-off to ECE and its resultant ECE measurements
are shown in figure 3(b). Incorporating these cut-off shots into
the database would lead to an overestimation of the TQ dura-
tion. Therefore, the database was filtered to only include shots
that displayed evidence of a realistic temperature collapse (39
shots were filtered from the Ne/D SPI database).

As shown in figure 3, the ITPA database includes ECE sig-
nals from the edge, the q= 2 surface, and the core regions of

the plasma. While some energy loss is first observed in the
plasma edge, it is widely believed that the TQ is not initiated
until a large perturbation develops at the q= 2 flux surface [2].
Additionally, if the high-density front is fast enough, the core
ECE channels can become cut-off to ECE before the temper-
ature drop is recorded. Therefore, the ECE channel viewing
the q= 2 surface was used as the metric for the energy loss
onset time in this analysis. Specifically, the energy loss onset
was estimated to be the time at which the ECE q= 2 reached
80% of the baseline signal. This section will present energy
loss durations from the ECE onset threshold to the Ip spike
in order to keep consistency with the subsequent energy loss
metrics. An analysis of the actual TQ duration scaling with
the TQ onset and end defined by the ECE signal is presented
in section 3.7.

The scaling of energy loss duration with minor radius (used
here as a proxy for the machine size) for Ne/D pellets is
shown in figure 4(a). Similar scalings were observed using the
major radius and volume as the independent variable, how-
ever, minor radius showed better visual separation of the data
and has been used in previous TQ duration scalings [2, 26].
Therefore, minor radius was chosen as the proxy for machine
size here.

The Ne/D dataset was fit with a simple power law function,
τEL = C ∗ ax. Here, τEL is the energy loss duration, C is a pro-
portionality constant, a is the minor radius, and x is the scaling
coefficient. The coefficients C and x are solved for given the
empirical τEL and a values. The original error in the propor-
tionality constant and the scaling coefficient (x = 1.03 ± 0.12
and C = 3.04 ± 0.16 for figure 4(a)) seemed low with respect
to the observed spread in the data. Therefore, the error in the
fit was taken as the standard deviations of each minor radius
grouping (i.e. 0.3 m, 0.4–0.5 m, and 0.9 m) added in quadrat-
ure. This error was then added and subtracted to the fit and is
represented by the dashed grey lines in figure 4(a). Negative
energy loss durations in the dashed error bars were set to zero.
With ECE as the energy loss onset metric, increased machine
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Figure 4. (a) Energy loss duration scaling with minor radius for Ne/D pellets. Energy loss onset time derived from 80% of the ECE q= 2
signal. Points colored by number of injected neon atoms. (b) Scaling of energy loss duration with the ratio of SPI neon atoms/WMHD. Points
are colored by minor radius.

size led to increased energy loss duration with a considerable
spread based on the number of injected neon atoms.

It is well known that the plasma stored energy and the
SPI neon content have a large impact on the pre-GRE dura-
tion where the energy loss is dominated by radiation cooling.
Higher energy plasmas will have longer pre-GRE durations
and pellets with higher neon content will generally lead to
shorter pre-GRE durations [8]. To assess the impacts of plasma
stored energy and SPI neon content on the energy loss dura-
tion, figure 4(b) shows the energy loss scaling from figure 4(a)
re-plotted with the ratio of neon atoms injected to the stored
energy as the x-axis and with the points colored by the minor
radius.

Figure 4(b) shows that increasing the ratio of SPI neon
atoms/WMHD leads to shorter energy loss durations (as estim-
ated by the ECE q= 2 signal). Similar trends were observed
using the energy density as the normalizing parameter instead
of the stored energy. Most notably, JET discharges with sim-
ilar ratios of SPI neon atoms/WMHD to KSTAR and AUG dis-
charges had significantly longer energy loss durations. This
further supports the scaling trend from figure 4(a) and the
JOREK/INDEX modeling results. There is a substantial gap
in the data from 1017 to 1020 J−1 due to the lack of ECE
measurements from DIII-D (ECE is almost always in the cut-
off regime during DIII-D SPI experiments). The following
sections will introduce other energy loss onset metrics that can
better address the duration scaling in this region. Nevertheless,
this initial analysis supports the hypothesis from modeling
that increased machine size leads to increased energy loss
duration subject to the number of neon atoms injected and
plasma stored energy. Assuming adequate warning time, large
machines should seek to minimize the ratio of neon atoms
injected to stored energy to achieve the longest energy loss
durations. Of course, this ratio will need to be optimized
against the radiation of the thermal loads. The next sections

will explore if these scalings are consistent using other met-
rics for the energy loss onset time.

3.2. Ip dip (GRE)

Due to the uncertainty of ECE data quality during SPI, it is
desirable to have alternative energy loss onset metrics. The Ip
dip time may serve as a useful alternative as all the included
machines had some fast magnetics capability. The reduction in
plasma current is due to a global stochastization of the flux sur-
faces which flattens the current profile and changes the plasma
inductance. For this metric, the energy loss onset time was
defined as the lowest Ip value between the pellet arrival time
and the Ip spike. This definition is consistent with previous TQ
studies such as those in [12]. While there can be significant
energy loss before the GRE, this event is commonly under-
stood to signify the final energy loss event due to the global
stochastization of the flux surfaces. This metric is often used
to determine the energy loss onset in pure D SPI where there is
typically a very long gradual decay of thermal energy before
the quench event.

The resulting GRE durations are plotted in figure 5 as a
function of minor radius for Ne/D pellets. Figure 5(a) shows
the general scaling of the GRE duration with machine size
and figure 5(b) shows the impact of the SPI neon atoms/W
ratio. The Ne/D GRE scaling exhibits a similar trend to the
ECE q= 2 scaling. Both scalings featured a general increase
in the estimated energy loss duration with machine size. The
main advantage to using the Ip dip as the onset metric was the
inclusion ofDIII-D discharges aswell as discharges from other
devices that may have been excluded due to cut-off ECE data.
The DIII-D data appeared to be consistent with an approx-
imately linear scaling of GRE duration and minor radius.
The estimated GRE durations were slightly lower than the
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Figure 5. (a) Scaling of GRE duration with minor radius for discharges with Ne/D pellets. Points are colored by number of injected neon
atoms. (b) Scaling of GRE duration with the ratio of SPI neon atoms/WMHD. Points are colored by minor radius.

energy loss durations from the ECE scaling. This is expected
as the GRE signifies the final energy loss event and does not
account for thermal energy loss from dilution/radiation cool-
ing that may occur before the GRE. Nevertheless, it is of note
that the GRE duration shows a positive scaling with machine
size which is consistent with the ECE energy loss duration
scaling.

Regarding figure 5(b), the Ip dip scaling exhibited a slightly
different behavior than the ECE q= 2 scaling. Both scalings
featured a decrease in energy loss duration with SPI neon
atoms/WMHD ratio, however, the Ip dip scaling showed that
DIII-D and KSTAR discharges can have similar energy loss
durations to JET at similar SPI neon atoms/W ratios. Size
effects may still be relevant, however, as it appears that the
energy loss duration of JET discharges saturated at a min-
imumvalue around 0.7ms regardless of the SPI neon atoms/W
ratio.

3.3. SXR emission

While the Ip dip served as a useful energy loss onset metric to
evaluate a larger number of discharges from the database, there
are valid concerns to its relation to the thermal energy content.
Therefore, it is of interest to have an additional energy loss
onset metric that is related to the plasma thermal energy but
features the same robustness as the Ip dip. This alternative met-
ric has conventionally been the SXR signal which measures
x-ray emission from the plasma in the general energy range of
0.1–3 keV [31]. SXR emission is directly related to the elec-
tron temperature of the plasma, however, this radiation is not
as sensitive to the plasma density as ECE. The main concerns
with SXR are that at low temperatures, the plasma may not
emit x-rays with enough energy to penetrate the detector fil-
ter and radiation from the wall can make interpretation of the
measurement difficult at times.

Similar to ECE, SXR signals were collected and analyzed
at the edge, the q= 2 surface, and the core regions of the
plasma. In this analysis, however, the SXR channels viewing

the plasma core were used to determine the energy loss onset
instead of the q= 2 channels. This was a consequence of dia-
gnostic availability, as significantly more data was available
at the core regions across machines than at the q= 2 surface.
The energy loss duration scaling using 80% of the baseline
core SXR signal as the onset threshold is shown for Ne/D pel-
lets in figure 6(a). A log scale is used here due to the very short
energy loss durations for the J-TEXT discharges. Because of
this log scale, the lower error bar appears to decrease exponen-
tially to zero. Similar to the two previous metrics, the energy
loss duration scaled almost linearly with the minor radius.
A strong decrease in the energy loss duration with the SPI
neon atoms/W ratio is shown in figure 6(b). Further evidence
of a minimum energy loss duration for JET discharges was
observed as well.

3.4. n = 1 and n = 2 amplitudes

Disruptions have many different causes [32]; however, most
lead to an excitation of an n= 1 or n= 2 mode which then
grows rapidly and terminates the discharge. Therefore, we can
use the growth of these instabilities as an indicator for the
energy loss onset.

Figure 7(a) shows the energy loss duration scalings with
the n = 1 signal used as the onset metric for Ne/D pel-
lets. 20% of the n = 1 signal maximum was used for the
energy loss onset time in both cases to provide a conser-
vative estimate of the energy loss duration (lower threshold
levels would result in longer energy loss durations). As men-
tioned previously, short energy loss durations make the mitig-
ation of thermal heat loads more challenging and can result in
increased damage if not fully mitigated. Therefore, the ITER
DMS must be exceedingly cautious in its design and assume
the most conversative estimates of energy loss duration where
possible.

The relationship between energy loss duration and minor
radius for this onset metric was difficult to interpret. The Ne/D
pellets had a positive scaling coefficient of 0.44, however, this

7



Nucl. Fusion 65 (2025) 066010 G. Bodner et al

Figure 6. (a) Energy loss duration scaling with minor radius for Ne/D pellets. Energy loss onset time derived from 80% of the core SXR
signal. Points colored by number of injected neon atoms. (b) Scaling of energy loss duration with the ratio of SPI neon atoms/WMHD. Points
are colored by minor radius. Y-axis uses a log scale.

Figure 7. (a) Energy loss duration scaling with minor radius for Ne/D pellets. Energy loss onset time derived from 20% of the n= 1 signal
maximum). Points colored by number of injected neon atoms. (b) Scaling of energy loss duration with the ratio of SPI neon atoms/WMHD.
Points are colored by minor radius.

coefficient had a large error of∼50%. Therefore, it is difficult
to definitively state that the energy loss duration for Ne/D SPI
scales positively with the minor radius. Interestingly, when
the energy loss durations were plotted against the SPI neon
atoms/W ratio in figure 7(b), there were a large number of
DIII-D discharges that had much longer energy loss durations
than their JET counterparts. This may be a factor of the JET
magnetic diagnostics, as none of the other onset metrics have
given an indication that JET discharges have short energy loss
durations (<2.5 ms) regardless of the neon content. Further
investigation of these discharges shows minimal n = 1 and
n = 2 activity until very close to the Ip spike, which may be
an indication of an additional delay between mode growth and
mode detection. One possible hypothesis for this delay is the
time resolution of the lowpass band filter. The JET fast mag-
netics system has a digitization rate of 10 kHz, however the
lowpass band filter used in analog signal processing only has
a time resolution of 6 Hz. Due to the large spread in n = 1
energy loss durations, this onset metric is likely not a good
candidate to project SPI energy loss dynamics to ITER.

A similar picture was observed when using the n = 2 sig-
nal as the energy loss onset condition. The energy loss dur-
ation scaling for the Ne/D pellets is shown in figures 8(a)
and (b) using the 20% signal maximum threshold. The n = 2
dataset exhibited a weak positive scaling between energy
loss duration and minor radius with large error, similar to
the n = 1 dataset. For the same reasons mentioned above,
the n = 2 signal is additionally not a good energy loss
onset metric to project Ne/D SPI energy loss durations for
ITER. Further analysis is needed to deduce why the JET
energy loss durations from the n = 1 and n = 2 signal
were so much lower than the estimates from the other onset
metrics.

3.5. Radiation flash

Lastly, the radiation flash (i.e. the large burst of light com-
monly observed near the TQ) was considered as the final
energy loss onset metric. Radiated power is a critical metric for
SPI performance as it measures the efficiency and timescales
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Figure 8. (a) Energy loss duration scaling with minor radius for Ne/D pellets. Energy loss onset time derived from 20% of the n= 2 signal
maximum). Points colored by number of injected neon atoms. (b) Scaling of energy loss duration with the ratio of SPI neon atoms/WMHD.
Points are colored by minor radius.

Figure 9. (a) Energy loss duration scaling with minor radius for Ne/D pellets. Energy loss onset time derived from 20% of the radiation
flash maximum). Points colored by number of injected neon atoms. (b) Scaling of energy loss duration (using the radiation flash for energy
loss onset) with the number of neon atoms injected divided by the plasma stored energy for Ne/D pellets. Points are colored by minor radius.

of the conversion of the plasma thermal energy into radiation.
The radiation flash may be particularly useful as an energy
loss onset metric for Ne/D SPI where radiative cooling is the
dominant energy loss mechanism. In disruption experiments,
the radiated power is derived from measurements of XUV
emission using fast time response photodiode detectors as con-
ventional foil bolometers are too slow to resolve the fast dis-
ruption dynamics. JET exclusively uses foil bolometers for
radiated power measurements; therefore, the fast VUV pho-
todiodes were used here to identify the radiation flash in JET
SPI discharges.

The scaling of energy loss duration with minor radius using
the radiation flash as the metric for the energy loss onset time
is shown in figure 9(a). To maintain consistency with previ-
ous scalings, a 20% threshold of the peak signal intensity was
used here for the energy loss onset. Scalings performed with
5% and 10% thresholds observed similar trends. Once again
size effects were clearly observed in the energy loss duration.
The resulting scaling coefficient of 0.61± 0.21, however, was

considerably weaker than those observed when using ECE, the
Ip dip, or SXR as the energy loss onset metric. Figure 9(b)
shows the energy loss duration as a function of the SPI neon
atoms/WMHD ratio. This figure is similar to that of figure 4(b)
as the minimum energy loss durations for JET SPI discharges
were consistently larger than the smaller machines at the same
SPI neon atom/WMHD ratio.

3.6. TQ duration scaling of limited ECE dataset

As stated previously, ECE is conventionally used to determine
the TQ duration when available. When using ECE, the onset
and end of the TQ can be clearly identified. In these cases, the
TQ onset proxy and the Ip spike proxy are not needed. With
the limited dataset that had valid ECE data, a TQ size scaling
was created with the TQ duration defined as the time between
the q= 2 ECE signal drop from 80% of the baseline to 5%
of the baseline. The scaling of TQ duration with machine size
using the ECE q= 2 signal is shown in figure 10.
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Figure 10. (a) TQ duration scaling with minor radius for Ne/D pellets. TQ duration defined as the time between 80% and 5% of the ECE
q= 2 signal. Points are colored by the number of injected neon atoms. (b) Scaling of TQ duration with the ratio of SPI neon atoms/WMHD.
Points are colored by minor radius.

In this figure, there is not a clear size scaling for the small to
medium sized tokamaks (J-TEXT, KSTAR, AUG). However,
there is a clear increase in the minimum TQ duration for JET
discharges relative to the small and medium tokamaks. This
is consistent with the energy loss duration scalings presen-
ted earlier. Another notable feature is that there does not
seem to be a clear dependence on the TQ duration with the
amount of neon atoms injected. One hypothesis is that the
energy loss during the TQ is largely driven by MHD and is
therefore not dependent upon radiation cooling [12, 18]. It
would appear then that a combination of size and radiation
effects play an important role during the energy loss duration,
but these effects may not have a large impact on the actual
TQ duration. The most notable impact of the size effects on
the actual TQ duration is the increase in minimum TQ dur-
ation for JET discharges. The limited size of the ECE data-
set, however, makes it difficult to project these results to
ITER.

3.7. Energy loss scaling comparison and projection to ITER

The several energy loss scalings can now be compared and
used to estimate a range of energy loss durations for ITER.
This comparison is shown in figure 11 for Ne/D pellets. The
markers are colored by the number of SPI neon atoms injected
and each marker corresponds to the energy loss onset metric
used for the scaling. The upper grey dashed line represents the
error for the energy loss scalingwith the longest ITER estimate
(ECE ∼ 7 ms) and the lower grey dashed line represents the
error for the scaling with the shortest ITER estimate (radiation
flash∼0.9 ms). The n= 1 and n= 2 scaling coefficients were
excluded from this comparison due to the large error in their
scaling coefficients.

The Ip dip, ECE, and SXR scalings had similar coeffi-
cients of 0.86–1, while the radiation flash scaling had a weaker
coefficient of 0.61. The scalings predict energy loss dura-
tions in ITER to range from 0.9 to 7 ms depending upon
the number of SPI neon atoms injected. Pellets with large
amounts of neon (>1021 atoms) would likely induce shorter

Figure 11. Comparison of energy loss duration size scalings for
different onset metrics and their projections to the ITER minor
radius. The marker type corresponds to the energy loss duration
scaling, and the marker color corresponds to the number of neon
atoms injected.

energy loss durations. In our opinion, these results are not
consistent with the TQ durations from JOREK and INDEX
simulations of 6–10 ms [24, 25]. The longest energy loss
durations, which are likely an overestimation of the actual
TQ durations, are on the lower end of the simulation range
and those estimates correspond to a very low neon con-
centration. The modeling suggested that long TQ durations
(>6 ms) would be achieved with 5 × 1022 neon atoms,
which was more than any pellet in the ITPA MDC 24 data-
base and would reside on the shorter end of the energy loss
database prediction. Nevertheless, we do see evidence that
size effects play a role in the energy loss duration and TQ
dynamics.

To illustrate this role further, the energy loss duration
has been plotted against the ratio of SPI neon atoms/WMHD,
shown in figure 12. Here, the markers still correspond to their
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Figure 12. Comparison of energy loss duration size scalings with
the SPI neon atoms/W ratio for different energy loss onset metrics
and their projections to the ITER minor radius.

respective scalings but now they are colored by the minor
radius (i.e. machine size). This figure is similar to those plotted
in section 3, however, now all of the energy loss onset metrics
are plotted together. We see that more SPI neon atoms led to
shorter energy loss durations and larger machines (i.e. JET and
ITER) may have a minimum energy loss duration. The grey
bar represents the neon atoms to stored energy ratio for the
modeling fiducials (5× 1022 neon atoms/35 MJ) [24, 25]. For
these parameters (∼1015 J−1), JET discharges had a minimum
energy loss duration of ∼1 ms. If there is some relationship
between minimum energy loss/TQ duration and machine size,
this would likely increase with the ITER minor radius and we
may see minimum energy loss/TQ durations in ITER > 1 ms.
This is somewhat consistent with the ablation time scaling
from [24] which states that the pellet ablation time scales with
R5/3 as larger pellets are required for larger devices. It is diffi-
cult at this time, however, to confirm predictions of τTQ > 6ms
based on the limited ECE dataset that was available.

Lastly, it is important to note that the number of SPI neon
atoms may not be the best quantity to consider when evalu-
ating the impact of radiation cooling on the energy loss dur-
ation. Due to the rapidly evolving plasma dynamics during
a disruption, only a fraction of the injected neon is ionized
and assimilated into the plasma. This fraction is predominantly
responsible for the radiation of the plasma thermal energy and
thus may influence the energy loss duration more than the
total injected number of neon atoms. Unfortunately, this met-
ric was not available for majority of the discharges used in this
database. Assimilated neon quantities (estimated using the 0D
modeling code KPRAD [28]) were only available for∼60 JET
discharges (different than the JET discharges included in the
ITPA MDC 24 database).

Figure 13 shows a comparison of energy loss duration scal-
ings for the JET assimilation database. Here, the energy loss
duration is plotted against the ratio of assimilated neon atoms
at the energy loss onset to the stored energy. The points are
colored by the total number of neon atoms injected. It is

Figure 13. TQ duration vs. the neon assimilation fraction at the TQ
(JET assimilation database only). Markers indicate the different
energy loss onset metrics used.

difficult to make any definitive claims about the impact of
assimilated neon atoms on the energy loss duration due to the
large spread in the duration estimates (1–4 ms). No saturation
in the amount of assimilated neon atoms was observed as lar-
ger numbers of injected neon atoms generally led to larger
numbers of assimilated neon atoms. This increase in assim-
ilated neon atoms, however, did not appear to significantly
reduce the energy loss duration as expected. Furthermore,
discharges with low amounts of assimilated neon atoms did
not have systematically longer energy loss durations as one
may additionally anticipate. One hypothesis for this observed
lack of impact is that these JET discharges were already in a
regime where the minimum energy loss duration was reached.
Therefore, even lower amounts of assimilated neon atoms
may be needed to observe significantly longer energy loss
durations. Future analyses should extend this work to wider
ranges of assimilated and injected neon atoms as well as other
machines in the ITPA MDC 24 database to get a full picture
of the impact of neon assimilation on energy loss duration.

4. Size scaling of pre-GRE and GRE duration in
pure D SPI

As mentioned previously, pure D SPI and Ne/D SPI have sig-
nificantly different cooling mechanisms and disruption times-
cales. Pure D SPI relies on dilution cooling to gradually reduce
the plasma thermal energy through collisions. This typically
results in a large increase in density and a long, gradual energy
loss leading up to the GRE, shown for both an AUG discharge
and a JET discharge in figure 14.

While pure D SPI alone will not be sufficient for thermal
load mitigation in ITER, it can be a useful tool to increase
the density and reduce the stored energy before a subsequent
mixed Ne/D injection. This is colloquially referred to as the
staggered injection scheme and is a candidate scenario for
ITER SPI [27]. All of these injections, however, need to take
place during the pre-GRE phase in order to ensure sufficient
particle assimilation. Because the initial injections must be
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Figure 14. Ip, WMHD, and core SXR from an AUG discharge (a)–(c) and a JET discharge (d)–(f ) with pure D SPI. The stored energy was
observed to decrease significantly before the Ip dip time (green dashed line).

pure D, a scaling of pre-GRE duration with machine size is
desired.

Due to the characteristics of pure D SPI, however, the
energy loss onset metrics are limited. The gradual reduction
in thermal energy and lack of quality ECE data (due to the
increased ne) makes it difficult to designate the TQ or energy
loss onset. As shown in figures 14(b) and (d), there can be a
significant loss of energy before the GRE, however, the long
timescale of this energy loss puts into question its character-
ization as a quench event. Additionally, the core SXR signal
(a good alternative to ECE for Ne/D SPI) cannot be used here
as the energy loss from pure D SPI results in lower energy x-
rays below the filter threshold. This is observed in the sharp
decline of SXR signal in figures 14(c) and (f ). Therefore, we
will avoid the terminology of TQ in this section and consider
only the pre-GRE and GRE durations as the relevant energy
loss timescales. The pre-GRE duration is defined as the time
between the arrival of the first pellet shards and the Ip dip.
The GRE duration, as stated previously, is defined as the time
between the Ip dip and the Ip spike. This section only presents
data from discharges with pure D SPI.

4.1. Pre-GRE duration

The scaling of pre-GRE duration (τpre - GRE) with minor radius
is shown in figure 15(a). The pure D SPI dataset was limited in
minor radius range as J-TEXT and KSTAR did not contribute
any pure D SPI discharges to the database. There is a notice-
able increase in the pre-GRE durationwithminor radius, likely
due to the larger stored energies of the JET discharges. This
impact is clearly observed in figure 15(b) where the pre-GRE
duration is plotted as a function of the stored energy. Here,
the points are colored by energy density and projections to the

ITER stored energies of 35 MJ (ITER L-Mode) and 180 MJ
(degraded ITER H-mode) are plotted as well.

The empirical scaling projects pre-GRE durations for ITER
plasmas from 1 to 10 s depending upon the stored energy.
These long durations, while encouraging, should be viewed as
an upper bound and somewhat unrealistic as they are based on
single pure D SPI into unseeded plasmas. Subsequent D injec-
tions and high levels of pre-SPI impurity seeding have been
shown to reduce the pre-GRE duration for pure D SPI in JET
[8, 28, 33].

Unrelated to the stored energy, there may be some addi-
tional evidence of size effects. In figure 15(b), several JET dis-
charges had similar/longer pre-GRE durations than the DIII-
D and AUG discharges even though the JET discharges had
lower energy densities. Furthermore, two of these discharges
(shown in purple) had lower stored energies and energy dens-
ities than several DIII-D discharges, but still had longer pre-
GRE durations.

4.2. GRE duration

The GRE duration of pure D SPI discharges is less relevant to
ITER than the pre-GRE duration as pure D SPI alone is not
envisioned for TQ mitigation. Nevertheless, the scaling of the
pure D SPI GRE duration may still provide useful insights,
especially for off-normal cases where pure D SPI is the only
option for mitigation (e.g. failure of Ne/D pellets to launch).

The scaling of GRE duration with minor radius is shown in
figure 16. A slightly positive trend inGRE duration is observed
with machine size, however, it is difficult to make any strong
conclusions to the limited minor radius range and proximity of
the data. Interestingly, a large range of GRE durations (from
1 to 11 ms for JET discharges) were observed for discharges
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Figure 15. (a) Scaling of pre-GRE duration with minor radius. Points are colored by stored energy. (b) Scaling of pre-GRE duration with
stored energy. Points are colored by energy density.

Figure 16. Scaling of GRE duration with minor radius. Points are
colored by stored energy.

with similar stored energies. This may be related to differences
in shard size, velocity, and penetration which may lead to dif-
ferent thermal energy levels at the onset of the GRE.

5. Pellet penetration with respect to the cold front

The second observation from the ITER SPI modeling was that
the pellet shards would often penetrate faster than the radiat-
ive cold front [24, 25]. This would be beneficial from a mit-
igation standpoint as the pellet shards would ablate in a hotter
region of the plasma potentially leading to increased assim-
ilation and radiation fractions before the TQ was initiated.
Increased assimilation would additionally result in lower core
temperatures at the time of the TQwhich would hopefully lead
to less RE seeds.

In this analysis, the pellet position was determined from
either fast camera images or estimated using the pellet speed
and launch angle (these estimates were synced to the pellet
arrival time at the q= 2 surface from fast camera data). For
the fast camera data, the pellet position is defined as the lead-
ing edge of the ablation cloud. This was done for all the shots
in the ITPA MDC 24 database for which data was available.
Calculating the position of the cooling front was a more chal-
lenging endeavor. As noted previously, the increase in dens-
ity during the disruption event limits the capability of ECE.
Therefore, analyses focused on using the relative pellet posi-
tion to the q= 2 surface at different times of interest during
the TQ process to infer its position relative to the cooling
front.

For example, with the limited ECE dataset, the q= 2 cool-
ing time was calculated to determine the time it takes for the
cold front to reach the q= 2 surface. The q= 2 cooling time
is defined here as the time between the first shards hitting the
q= 2 surface and the temperature at the q= 2 surface drop-
ping to 10 eV (illustrated in figure 17(a)). This is the same
definition used in [25] which identified that faster pellets and
larger shards give longer cooling times.

The calculation of the q= 2 cooling time and its scaling as
a function of minor radius are plotted in figures 17(b) and (c).
Keeping in mind the limited dataset, the q= 2 cooling time
generally increased with the minor radius. In contrast to the
INDEX modeling, there was not a clear relationship between
pellet velocity and q= 2 cooling time. This may be due to
the difference in the number of neon atoms injected. In the
JET discharges, which had relatively similar pellet velocit-
ies, pellets with higher numbers of injected neon atoms typ-
ically had shorter q= 2 cooling times. One AUG discharge
had a negative q= 2 cooling time, implying that the ECE sig-
nal dropped to 10 eV before the pellet reached the q= 2 sur-
face. For AUG discharges, the pellet trajectory was synchron-
ized with the pellet arrival time and determined purely from
the measured pre-shattered velocity, the pellet trigger time,
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Figure 17. (a) Illustration of q= 2 cooling time definition. The brown line represents the pellet arrival at the q= 2 surface and the red line
represents the time at which the ECE q= 2 channel drops to 10 eV. (b) Scaling of q= 2 cooling time with minor radius. Points colored by
pellet velocity. (c) Scaling of q= 2 cooling time with minor radius. Points colored by number of injected neon atoms.

Figure 18. (a) Pellet trajectory illustrating the delay between the pellet shards hitting the q= 2 surface and the GRE onset. (b) Scaling of
this timing delay with minor radius. Points colored by number of injected neon atoms. Points in black correspond to pure D pellets. Y-axis
uses a symmetric log scale.

and the pellet arrival time (measured from AXUV). In some
cases, the pellet trajectory needed to be shifted by multiple
milliseconds to match the fragment arrival. These trajectories
should therefore be viewed as crude 1st order approximations,
rather than robust measurement quantities.

To include more discharges from the ITPA MDC 24 data-
base, a metric for the pellet position relative to the cold front
was developed that was not dependent upon ECE. Instead of
using the time that the q= 2 ECE signal drops to 10 eV as a
proxy for the cold front position, one of the energy loss onset
times from Section 3.2 was used. This was observed to be a
good approximation in figure 17(a). The thought here is that at
the energy loss onset, the radiative cold front would be some-
where outside of the core (when the cold front reaches the
core, this signifies the end of the TQ). Therefore, the longer
the delay between the pellets arriving at the q= 2 surface and
the TQ onset, the more time the pellets have to penetrate into
the plasma before the TQ onset.

An example of the delay between the pellet crossing the
q= 2 surface and the energy loss onset determined by the Ip
dip is shown in figure 18(a). These delays were computed for

all of the shots in the database with pellet tracking data and the
results are shown in figure 18(b). Similar to figure 17(b), the
timing delay between the pellet arriving at the q= 2 and the
onset of the energy loss increases with machine size. This sug-
gests that large machines will likely have slowly propagating
cold fronts which should give the pellet shards longer times
in more ablation-conducive regions of the plasma. There was
some evidence of the cold front penetrating faster than the pel-
let shards, however, this was confined to smaller devices with
high neon SPI content.

The depth of the pellet penetration relative to the q= 2 sur-
face at the energy loss onset is shown in figure 19 for the same
shots plotted in figure 18(b). The dataset in figure 18 is smal-
ler than that of figure 18(b) as not all the pellets survived until
the energy loss onset (this is especially true for the pure H/D
pellets). In this figure, it is clear that all pellets in JET were
likely inboard of the q= 2 surface by the energy loss onset
regardless of the pellet speed and Ne/D mixture. The picture
is somewhat more complicated for smaller devices, which had
pellets inboard and outboard of the q= 2 surface for a vari-
ety of pellet velocities and Ne/D mixtures. Nevertheless, these
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Figure 19. Pellet position at the onset of the GRE with respect to the q= 2 surface. (a) Points colored by number of neon atoms (b) points
colored by pellet velocity. Negative values signify that the pellets are inboard of the q= 2 surface at the GRE onset. Points in black
correspond to pure D pellets.

results support the modeling results that the pellet shards will
likely penetrate faster and further than the cooling front in lar-
ger machines (e.g. JET, ITER, and DEMO).

6. Conclusion

Understanding TQ dynamics will be crucial to disruption mit-
igation in ITER and future fusion pilot plants. To validate
recent modeling of ITER SPI which suggested longer TQ dur-
ations and slow propagating cooling fronts due to size effects,
a database of different sized tokamaks with SPI capability
was assembled. This database contains dischargeswith various
pellet velocities, Ne/D mixtures, and plasma thermal energies.
Additionally, the database contains many diagnostic traces
useful for determining the energy loss onset which allows for
a wide characterization of possible machine size effects.

Analysis of this database has shown that the durations of
SPI induced energy loss scaled positively with minor radius
for several different energy loss onset metrics. It must be
noted, however, that the resultant energy loss duration was
largely impacted by the number of neon atoms injected. Higher
amounts of injected neon atoms resulted in faster energy loss
durations. Therefore, ITER will need to find the right Ne/D
mixture that provides a lengthy pre-GRE duration but addi-
tionally radiates the required fraction of energy out of the
plasma. For the range of SPI neon atoms in the database, the
ITER energy loss duration was estimated to be in the range of
0.9–7 ms. This was not consistent with JOREK and INDEX
modeling as the energy loss durations likely overestimate the
TQ duration. Furthermore, the simulations predicted TQ dura-
tions of 6–10 ms with 5× 1022 neon atoms which likely result
in τTQ < 6 ms according to the energy loss scalings from the
database. Both the energy loss scalings and analysis of the lim-
ited ECE dataset, however, do show evidence of size effects
and may set a minimum TQ duration for a given machine size,
which would likely be ≥1 ms for ITER SPI.

Insights into potential energy loss onset metrics have
additionally been found. ECE should remain the standard
for TQ/energy loss duration measurements, however, in its
absence the core SXR signal may be used as a suitable replace-
ment. The beginning of the GRE (Ip dip) should continue to
be a useful energy loss onset metric for Ne/D SPI if ECE and
SXR measurements are unavailable, however this metric may
lead to an underprediction of the energy loss duration. Using
the n = 1 and n = 2 signals as TQ onset metrics proved to be
challenging for this dataset and remain questionable as reliable
metrics going forward.

Analysis of the limited pure D SPI dataset showed a strong
scaling of pre-GRE duration with stored energy. This scaling
projects very long pre-GRE durations for ITER up to 10 s in a
degraded H-mode, however, these will likely not be realized
due to the impact of subsequent D injections and assimila-
tion issues due to pellet drifts. The GRE duration additionally
scaled positively with machine size with no clear impact from
the stored energy.

Lastly, the penetration of the pellet shards in relation to the
radiative cold front was investigated. Modeling of ITER SPI
predicts that the pellet shards will lead this cold front lead-
ing to enhanced assimilation/radiation and possibly inwardly
convective heat transport. Analysis of the ITPAMDC 24 data-
base showed that the q= 2 cooling time increased with minor
radius, suggesting that the cooling front propagates inwardly
more slowly in larger devices. In addition to the cooling time,
the delay between the shards arrival at the q= 2 surface and
the energy loss onset increased with machine size as well. It
was difficult to determine if pellet velocity and/or the neon
content ratio led to further penetration, but pellets injected
into larger machines that survived until the energy loss onset
were almost always determined to be inboard of the q= 2
surface.

While this database was sufficient to provide some initial
insights into the empirical energy loss scalings for SPI, the
addition of more data points could significantly improve the
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robustness of the conclusions. In particular, the database could
be improved with more discharges from the small and medium
tokamaks (J-TEXT, AUG, and KSTAR), low Ne/D and pure D
SPI discharges from J-TEXT, and Ne/D SPI discharges from
DIII-D with good ECE data. The results presented here motiv-
ate future analyses to understand the differences between the
energy loss durations estimated by the ITPAMDC 24 database
and those predicted from modeling. The increased energy loss
duration estimated here further encourages the use of SPI for
ITER and large sized fusion reactors.
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