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Abstract
An intensive integrated modelling work of the main scenarios of the new Divertor Tokamak
Test (DTT) facility with a single null divertor configuration has been performed using first
principle quasi-linear transport models, in support of the design of the device and of the
definition of its scientific work programme. First results of this integrated modelling work on
DTT (R0 = 2.14 m, a = 0.65 m) are presented here along with outcome of the gyrokinetic
simulations used to validate the reduced models in the DTT range of parameters. As a result of
this work, the heating mix has been defined, the size of device has been increased to
R0 = 2.19 m and a = 0.70 m, the use of pellets for fuelling has been recommended and
reference profiles for diagnostic design, estimates of neutron yields and fast particle losses
have been made available.
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1. Introduction

Studying the controlled power and particle exhaust from a
fusion reactor is a central research topic of the European
Fusion Roadmap [1, 2].

The International Thermonuclear Experimental Reactor
(ITER) [3] is planned to test a conventional metal diver-
tor operating in fully detached plasma conditions. This base-
line approach to the power exhaust problem may be unsuit-
able for extrapolation to the operating conditions of the
DEMOnstration power plant (DEMO) [4] and future reactors,
requiring plasma-facing components able to cope with huge
power fluxes in the range of 10–20 MW m−2. Therefore,
studying and developing an alternative exhaust strategy is
crucial to mitigate this risk.

This is the main task of the new Divertor Tokamak Test
(DTT) facility [5–7], whose construction will shortly begin
in Frascati, Italy, with the first plasma planned for 2026. The
DTT design is advanced but will be kept flexible with regard
to the choice of the divertor until 2023, when the outcome of
the work conducted under the EUROfusion PEX ad hoc group
will be available to drive the best choice for the divertor.

For the optimisation of various aspects of the DTT design,
it is of key importance to perform integrated modelling of
foreseen operational scenarios using first principle-based
transport models and state-of-the-art modules for heating,
fuelling and magnetic equilibrium. Integrated modelling
allows us to predict the main plasma profiles as a result of
non-linear interactions between plasma, heating and fuelling,
and impurity influxes, as well as amongst different transport
channels.

The aim of this paper, which reports the first DTT simula-
tions using theory-based transport models, is to support DTT
design, specifically the definition of the heating mix, the design
of the neutron shields, the assessment of fast particle losses
and the design of diagnostic systems, as well as to help in the
elaboration of a scientific work programme for DDT.

2. The DTT project

The new DTT is a D-shaped superconducting device whose
construction will shortly begin at the ENEA Research Center
in Frascati, Italy. A drawing of the DTT device is shown in
figure 1.

The characteristics of DTT were chosen to make it ITER
and DEMO relevant, so that exhaust solutions could be extrap-
olated to reactor-grade plasma. Bearing in mind the require-
ment of strong compatibility with the operating conditions
in DEMO, DTT is designed to be a bulk-edge-integrated
experiment with a reactor relevant bulk. Therefore, the DTT
dimensionless physical parameters should be as close as pos-
sible to those of ITER and DEMO. It is not possible to simulta-
neously preserve all these quantities, and hence DTT has been
scaled down following the so called ‘weak scaling’ described
in [8]. Since the Psep/R parameter, where Psep is the power
exiting through the separatrix, is recognised as a key metric
for the extent of the exhaust issue in a tokamak, geometry and
auxiliary power coupled to the plasma have been chosen to

Figure 1. DTT device.

Table 1. Main parameter comparison between the DTT
configuration simulated in this paper and future ITER and EU
DEMO devices [10–12].

DTT ITER EU DEMO

R (m) 2.14 6.2 9.1
a (m) 0.65 2.0 2.93
A 3.3 3.1 3.1
Ipl (MA) 5.5 15 19.6
Bt (T) 6 5.3 5.7
Ptot (MW) 45 150 460
Psep (MW) 32 87 154
Psep/R (MW m−1) 15 14 17
λq (mm) 0.7 0.9 1.0
Pulse length (s) 100 400 7600
βN (%) 1.6 1.6 2.6
ν∗e at r/a = 0.5 (10−2) 1.1 1.1 0.5
ρ∗ (10−3) 3.3 2.0 1.5
〈n〉 (1020 m−3) 1.8 1.0 0.9
〈Te〉 (keV) 6.7 8.5 13
τE (s) 0.4 3.6 4.2

guarantee a value of Psep/R = 15 MW m−1, similar to those
foreseen for ITER and DEMO. Thus, the power at the divertor
in DTT and DEMO will be comparable.

Table 1 shows rough indications for both the dimensional
and dimensionless parameters of the DTT configuration simu-
lated in this paper compared to ITER and EU DEMO.

The collisionality has been calculated as ν∗e = 6.92 ×
1018 (qR0neZeff ln Λe)

(
T2

e ε
3/2

)
, where ne is expressed in m−3,

Te is expressed in eV, and ε is the inverse aspect ratio [9].
The superconducting coils allow for a pulse length of up

to 100 s, with plasma current Ipl � 5.5 MA and with toroidal
field coils able to generate an on-axis toroidal magnetic field
Bt � 6 T at R = 2.14 m. DTT has an up–down symmetric
geometry, major radius R0 = 2.19 m, minor radius a = 0.70 m,
elongation κ � 1.89, and average triangularity 〈δ〉 � 0.4. The
device size was recently increased from the previous values
R0 = 2.14 m, a = 0.65 m. The simulations reported here are
for the 2.14 m device, and have contributed to the decision of
its enlargement.
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For the reference baseline DTT scenarios, a Greenwald den-
sity target value of 〈n〉 /nG ∼ 0.45 (where nG is the Greenwald
fraction defined in [13]), has been chosen in order to have
a high operational flexibility, leaving open the possibility to
explore higher densities in future scenarios.

The plasma shape parameters of the single null (SN) con-
figuration are similar to those of the present European design
of DEMO (R0/a ≈ 3.1,κ95 ≈ 1.55–1.8, δ95 ≈ 0.3). The tech-
nical description of the DTT vacuum vessel, first wall and
baseline divertor, and magnetic system is contained in [6].

To address the particle and power exhaust problem, alterna-
tive divertor solutions and improved plasma-facing materials
will be developed and tested in DTT, thanks to its high flexibil-
ity in magnetic configuration and divertor choice. The various
divertor solutions and technologies include liquid metal diver-
tors, based on either capillary porous systems or boxes/pools
systems, and advanced divertor configurations such as dou-
ble null, quasi-snowflake, and SN with negative triangularity
scenarios. The reference configuration that we will use in this
paper is the SN.

DTT will be equipped with three auxiliary heating sys-
tems: a negative ion-based neutral beam injection system, a
60–90 MHz ion cyclotron resonance heating (ICRH) system,
and a 170 GHz electron cyclotron resonance heating (ECRH)
system.

In order to match the ITER and DEMO values of PSEP/R,
where PSEP is the power flowing through the last closed mag-
netic surface, a large amount of auxiliary power is needed
(∼45 MW in the full power (FP) scenario). The three heating
systems will be progressively realised and installed on DTT.

The first experimental plasma (day-0 scenario) will be
achieved using only 8 MW from the second harmonic ECRH
(∼7.2 MW at the plasma) at the half field operational point
(plasma current Ipl = 2 MA and toroidal magnetic field
Bt = 3 T). In a few years, the power coupled to the plasma
will be increased up to ∼25 MW in the phase called day-
1 scenario, working at Ipl = 4 MA and Bt = 5.85 T. The
heating mix in this initial phase has been fixed: 16 MW
from ECRH (∼14.4 MW at plasma), 4 MW from ICRH
(∼3 MW at plasma), and 7.0–7.5 MW at plasma from an NBI
(at 400 keV). On the other hand, the definitive power mix for
the DTT full performance scenario has been rediscussed with
respect to the original options proposed in [6], following the
simulation results reported in this paper, and new options have
been evaluated, as discussed in section 3.6, within the follow-
ing ranges of power at plasma: 26–36 MW of ECRH, 3–9 MW
of ICRH, and 7.5–15 MW of NBI at energies between 200 and
600 keV.

The amount of heating power is an order of mag-
nitude larger than typical power densities in present-day
tokamaks and as foreseen in ITER. This trait, jointly with the
cryogenic system needs, requires DTT to be an actively cooled
device.

In addition to the main task dedicated to plasma exhaust,
DTT will also be highly relevant for tokamak physics-
integrated studies with reactor relevant parameters. Thanks to
its high plasma core performance, DTT is located in a unique
operational region, at high density but low collisionality, which

is unexplored by present tokamaks (e.g. ne ∼ (0.6–0.8) ×
1020 m−3 and ν∗e ≈ (2.9 − 4.3) × 10−2 at r/a = 0.5 in AUG
high performance plasmas, ne ∼ (0.7–0.9) × 1020 m−3 and
ν∗e ≈ (2.2 − 3.9) × 10−2 at r/a = 0.5 in JET-ILW baseline
discharges).

Therefore, DTT will support the experimental program of
ITER, operating in parallel with it, and it will address high-
priority issues, such as ELM pacing, pellet fuelling, manage-
ment and avoidance of disruptions, burning plasma energetic
particle physics, and plasma control.

3. Integrated modelling of DTT single null
scenarios

The integrated modelling of various DTT scenarios with the
SN configuration in H-mode has been performed. These sim-
ulations solve the transport equations for heat, particle and
momentum using a first principle transport model in a self-
consistent magnetic equilibrium to predict steady-state radial
profiles of the electron and ion temperatures, density (both
main species and impurity), toroidal rotation, and current den-
sity. The heating profiles are also calculated consistently, as
well as all non-linear interactions between heating and plasma
and between the different transport channels.

As described in detail in section 3.2, integrated runs have
been primarily done using the JINTRAC [14] suite of codes
and in some cases using the ASTRA [15] transport solver with
a mixed ASTRA–JINTRAC approach.

3.1. General settings

The performed simulations of DTT deuterium plasmas cover
the region inside the separatrix. The equilibrium is calculated
self-consistently during the run, keeping fixed the boundary, as
described in section 3.3. Approximately 4 s of plasma evolu-
tion needs to be simulated until convergence, due to the current
diffusion time.

The transport equations are solved within ρtor = 0.94,

where ρtor :=
√

(Φ/πBtor)
(Φ/πBtor)max

is the normalised effective minor

radius, i.e. the normalised radius that a magnetic surface with
circular section should have in order to enclose the same
toroidal magnetic flux Φ. The values at the top of the edge
pedestal are used as the boundary condition.

The pedestal pressure has been previously calculated
using the Europed code [16] with the EPED1 model [17],
which is based on two concepts. The pedestal transport is
determined by turbulence driven by the kinetic ballooning
modes (KBMs), which sets a soft boundary for the gradient.
This is implemented in the code via the simple expression

width = 0.076 ×
√

βped
pol , which provides one constraint that

determines the gradient. However, once the pedestal reaches
the KBM constraint, the pedestal height can still increase
via the widening of the pedestal width. The widening con-
tinues until the peeling–ballooning (PB) modes are desta-
bilised and an ELM is triggered. The EPED model determines
pedestal height and pedestal width by identifying the intersec-
tion between the PB constraint and the KBM constraint.

3
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The prescribed inputs of the Europed runs are the magnetic
equilibrium, the electron density at the pedestal top neped , the
value of βpol, and the temperature and density at the separa-
trix Tsep

e and the relative shift, defined as the distance between
position of the pedestal density npos

e and temperature Tpos
e [18].

Note that the separatrix density nsep
e is not an input parame-

ter, but is determined by npos
e − Tpos

e and by the density offset
applied in the SOL. For the same offset, the increase of the
relative shift leads to the increase of nsep

e [19]. The value of
nped

e has been set to achieve a volume-averaged electron den-
sity 〈ne〉 ∼ (0.40 − 0.47) nG. T i = Te has been assumed in the
pedestal. Instead, the value of βpol has been chosen, in an itera-
tive way, in order to match the value predicted by the JINTRAC
run. In the FP simulations, nped

e = 1.4× 1020 m−3, βpol = 0.60,

a relative shift between nped
e and Tped

e to obtain nsep
e ≈ 0.25 nped

e ,
and Tsep

e = 100 eV values have been set and temperature values
at the pedestal top of about Tped

e � 2.4 keV have been pre-
dicted. A more detailed discussion about the Europed input
values is addressed in section 3.5.2.

Inside the top of the pedestal, the turbulent heat and particle
transport is calculated by trapped-gyro-Landau-fluid (TGLF)
[20–23], which is a gyrofluid and electromagnetic (EM) quasi-
linear (QL) model with shaped flux surfaces, or by Qua-
LiKiz (QLK) [24, 25], which is a gyrokinetic and electro-
static QL transport model with circular flux surfaces. A large
amount of work has been made in the last decade to validate
these models against experimental results. A wide overview
on the progress in understanding core transport in tokamaks
is presented in [26], including examples of the validation of
QL models against present experiments. Some recent TGLF
validation carried out for DIII-D and AUG plasma discharges
is reported in [27–30], while recent QLK validation works
are presented in [24, 31–34] for hybrid, baseline, and mixed-
isotope JET experiments. Bearing in mind that DTT will oper-
ate in a Te > T i regime, a particularly relevant validation work
is that presented in [35], with results on both TGLF and QLK
modelling of an extensive set of experimental results from
AUG and JET-ILW in regimes with high Te/T i.

In this paper, the the two most recent versions of TGLF
have been used: TGLF SAT1-geo, released in November 2019,
featuring an improved description of geometrical effects and
calibration against CGYRO non-linear simulations, and TGLF
SAT2, released in January 2021, featuring further improve-
ments and better agreement with CGYRO as discussed in [36].
In runs with QLK, a recent release of the model [37] with
improved trapped electron mode (TEM) treatment, thanks to
a revised collision operator, has been employed. For QLK, in
addition to this new official version, an ad hoc version of this
model, where the TEM electron heat flux has been multiplied
by a factor of 2 to match the gyrokinetic simulations described
in section 3.5.4, has also been tested. This ad hoc retuning is
physically justified by the fact that the region inside the mid-
radius in DTT is strongly dominated by TEM, which is chal-
lenging for QLK. The ad hoc QLK correction is not intended to
be a recommendation of a general prescription here, but rather
a form of uncertainty quantification by modifying the model to
account for known physics deficiencies for this specific case.
In all QLK runs, the EM stabilisation mock-up [34] has been

turned off because of the Te � T i regime of DTT scenarios,
which is outside the regime where the mock-up was developed.

For reasons of numerical stability, a small fraction (3%) of
Bohm transport is added to the main turbulent transport. For
electron heat transport, the neoclassical component of which
is negligible, an additional diffusivity χ= 0.5 m2 s−1 has been
added in the region ρtor < 0.2, where the turbulence level tends
to vanish.

In order to set-up the runs in a faster way, simulations with
the QLK neural network (QLKNN) [38] model have been also
carried out, applying the QLKNN-hyper-10D version. This
work has been also useful in testing the proper functioning of
the QLKNN in DTT regime conditions.

The neoclassical transport is calculated by the
Romanelli–Ottaviani model [39] for impurities and NCLASS
[40] for main particles.

The toroidal rotation is predicted using a theory-driven
empirical model [41, 42], in which the inward momentum
pinch is included in the simulation thanks to the construction of
a pinch number RVφ/χφ that has the trend RVφ/χi ∝ −

√
r/R

given by [41], is null at the plasma centre, and is ∼ 2.5 at
ρtor = 0.4. The choice of those conditions is based on an anal-
ysis of some plasma parameters and the experimental pinch
number dependence on those parameters found out in [42].
The Prandtl number χφ/χi is fixed at 0.7; i.e. in place of
a calculated momentum transport coefficient χφ, the produc
t 0.7χi is used, whereχi is the ion thermal transport coefficient.
The choice of 0.7 also empirically accounts for the component
of the residual stress due to E × B shearing, which lowers the
nominal Prandtl number. The rotation pedestal has been arbi-
trarily assumed to be 10 krad s−1 from present devices; in any
case we note that the simulation is mainly influenced by the
rotation gradient, not by its absolute value.

The heating and current drive (HCD) systems are modelled
self-consistently in JINTRAC runs with suitable codes, as
described in section 3.4. The particle source from NBI is also
calculated, whilst the edge neutral penetration is negligible
inside ρtor = 0.94.

In our integrated modelling, argon (Ar, A � 40, Z = 18)
and tungsten (W, A � 184, Z = 74) are included as impuri-
ties. Argon is a seeding gas used to enlarge the edge radiative
dissipation decreasing the divertor power load, while tungsten
comes from the divertor.

In JINTRAC runs, impurity densities and radiation are
simulated up to the separatrix with SANCO [43]. For both
gases, all ionisation states are treated separately by SANCO.
In order to conserve the particle number equal to the initial
value, the escape velocity, neutral influx and recycling factor
are set as null. A radially constant effective charge equal to
Zeff =

∑
i Z2

i ni/ne = 1.7 (sum over ion species) and a density
ratio nW/nAr = 0.05 are used as initial conditions.

Evaluating the neutron rate is a key point in the tokamak
design because the neutron shields have to be able to withstand
the neutron loads. In the JINTRAC simulations, the total neu-
tron number is calculated as the sum of the neutrons produced
by the fusion reactions between two thermal nuclei, between
a thermal nucleus and a fast nucleus of the NBI beam, and
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between a thermal nucleus and a fast nucleus of the ICRH
minority species.

Sawteeth and ELMs are not included in the modelling, with
the exception of the simulations described in section 3.5.3,
where a continuous model for ELMs has been used. The
absence of sawteeth implies that the profiles presented here
correspond to the saturated recovery after a sawtooth crash.

3.2. JINTRAC & ASTRA

The DTT simulations have mainly been carried out with the
JINTRAC suite with the JETTO [44] transport solver. The
JINTRAC system includes several interfaced tokamak physics
codes (∼ 25 modules) and has been used extensively for
decades with experimental data of different tokamaks and
to predict future devices. The 1.5D core plasma fluid code
JETTO is the central part of JINTRAC, designed to calculate
plasma profiles up to the separatrix. The JINTRAC suite has
been used for full physics simulations of DTT using QLK or
QLKNN, predicting current density and equilibrium, temper-
ature, density (main ion and impurities), rotation, and heating,
as described in section 3.1.

In addition, the ASTRA transport solver has also been used,
within an iterative ASTRA–JINTRAC scheme devised for
some high complexity cases with TGLF as turbulent transport
model, due to the low speed of JINTRAC TGLF runs with DTT
parameters. The starting point of this mixed method is running
a JETTO simulation with QLK and using the resulting pro
files as inputs for ASTRA. Then, an ASTRA run predicts
temperature and density with fixed current density, heat-
ing, toroidal rotation, impurities, and radiative power, taken
from JINTRAC. In this run, the equilibrium is solved self-
consistently with the SPIDER [45] code. Impurities are
included but not evolved in ASTRA; their profiles are set pro-
portional to the electron density ne with a constant that reflects
the JINTRAC settings. The impurity ionisation profiles are
those provided by JINTRAC. As third step, the ASTRA pro-
files of density and temperatures are kept fixed in a new JETTO
run aimed at recalculating the heating and safety factor pro-
files. The second and the third phases are repeated until con-
vergence. This mixed ASTRA–JINTRAC approach is quite
efficient because ASTRA TGLF simulations are much faster
than JETTO TGLF runs and one iteration usually is enough.

3.3. Equilibrium

The expected standard operational points of DTT (with
R0 = 2.14 m) in terms of on-axis toroidal magnetic field Bt

and plasma current Ipl are the following:

• full current and full field operational point, with Ipl = 5.5
MA and Bt = 6 T;

• reduced current and full field operational point, with
Ipl = 4.0 MA and Bt = 6 T;

• reduced current and half field operational point, with
Ipl = 2.0 MA and Bt = 3 T.

For these simulations, reference DTT plasma equi-
libria with average triangularity 〈δ〉 � 0.3, major radius
R0 = 2.14 m, and minor radius a = 0.65 m for each of these

Figure 2. Plasma shape of the SN DTT scenario.

standard operational points have been provided by the free
boundary CREATE-NL [46] solver.

In the JETTO simulations, the MHD equilibrium is self-
consistently recalculated 3 times per second by the equilibrium
solver ESCO integrated in the suite. The plasma boundary is
kept fixed to that of the CREATE-NL reference. The plasma
shape of the SN DTT scenario at the full current and full field
operational point is shown in figure 2.

At the flux surface that contains the 95% of the poloidal
flux, performed simulations of DTT FP scenarios returned tri-
angularity values in the range δ95 = 0.29–0.31, elongation val-
ues in the range k95 = 1.66–1.69, and safety factor values in
the range q95 = 2.6–2.7.

3.4. Heating and current drive (HCD)

Since DTT will be equipped with three auxiliary heating
systems, the integrated simulations of this device feature
high complexity level. The ECRH, ICRH, and NBI power
depositions are computed several times during the runs,
including the synergy effects.

In the heating configuration of FP option D, which has
become the new reference option for the FP scenario, there are
4 ECRH clusters. Each cluster is composed of eight gyrotrons
at 170 GHz, with an installed power of 1–1.2 MW from each
gyrotron. Depending on the access port, these eight gyrotrons
are divided into two upper (UP) gyrotrons, three equato-
rial top (EQT) gyrotrons, and three equatorial bottom (EQB)
gyrotrons. A loss factor before launchers of 0.9 is evaluated,
leading to the ECRH power at plasma of around 30.2 MW.

The ICRH system of DTT is designed to operate in the fre-
quency range 60–90 MHz. In the reference Bt = 6 T scenario,
the cyclotron resonances of 3He and H minorities are located
on-axis when the ICRH frequency is 60 MHz and 90 MHz,

5



Nucl. Fusion 61 (2021) 116068 I. Casiraghi et al

respectively. The system is devised in modular units, placed
in equatorial ports, and each module is based on a pair of
two-strap antennas. In order to better cope with abrupt cou-
pling changes because of L–H transitions or ELMs, the two
antennas of a module are fed in parallel. Since the power sup-
plied by each RF antenna is 2 MW, supposing an efficiency of
0.75 (typical efficiencies for transmission lines and antenna
coupling are 80% and 90%), the ICRH coupled power is
∼1.5 MW per antenna. The installation of the first RF mod-
ule is scheduled for the initial phase. Depending on the FP
option choice, an upgrade with one or two modules more may
be realised. Importantly, the FP option D heating configuration
includes two ICRH modules.

Due to the high DTT densities, to allow a central NBI power
deposition during the flat-top plasma discharge phase, a nega-
tive ion-based NBI system at high energies E > 300 keV must
be used in DTT. During early current ramp-up, late current
ramp-down, and low current scenarios the employment of the
NBI system must be cautiously evaluated, in order to avoid
shine-through risks. Moreover, an important feature of the NBI
system is its current drive capability and central fuelling. The
FP option D heating configuration includes only one NBI,
which provides ∼10.0 MW of power to the plasma, with a
500 keV deuterium beam. In the day-1 scenario, this injector
will be used at reduced energy (∼400 keV) supplying a NBI
power amount �7.5 MW to the plasma.

The RF antenna, NBI injectors, and ECRH gyrotrons have
been configured within the JINTRAC suite.

The ECRH power deposition is calculated every 0.25 s with
the GRAY code [47]. Since DTT gyrotrons are too numerous
to be included separately in GRAY (the maximum number is
20), they have been grouped into subsets. In the FP option D
run, 12 beams are used (2 UP beams, 5 EQT beams, and 5 EQB
beams). Each beam is simulated by the sum of one central ray
and 160 rays arranged on 10 concentric rings and has a toroidal
angle equal to 2◦. In simulations of FP and day-1 scenarios all
beams are injected in O-mode. Due to the lower magnetic field
value, in the day-0 scenario the EC power is expected to be
absorbed at the second harmonic. Since the O-mode polarisa-
tion is known to be less efficient at the second harmonic, the
ECRH system will be used in X-mode for the day-0 case to
maximise the absorption. The poloidal angles have been set in
the following ranges: 43◦–44◦ for UP beams, 2◦–6◦ for EQT
beams, and (−13◦)–(−15◦) for EQB beams.

The NBI power deposition is calculated using the PENCIL
code [48]. Since the DTT NBI source is composed by nega-
tive ions, all beam particles are injected at the nominal energy.
Hence, in PENCIL the full energy fraction has been set equal to
1. The total loss of NBI fast particles, considering both prompt
and ripple losses, has been assessed at ∼4% in [49] and hence
is considered negligible.

The PION [50–52] code calculates the ICRH power deposi-
tion, including the synergy effects with NBI. In the performed
simulations hydrogen has always been used as the minority
species with a concentration of 5% and the RF frequency
has been set to 90 MHz. Thus, the cyclotron resonance is
located where the magnetic field is equal to B � 5.9 T, i.e. at
ρtor ∼ 0.15.

Figure 3. Steady-state radial profiles of the electron and ion
temperatures, electron density, toroidal rotation, and safety factor of
the FP option D scenario, with turbulent transport calculated by
TGLF SAT1-geo (blue dash-dotted line) or SAT2 (blue dotted line)
or by standard QLK (red solid line) or ad hoc QLK with TEM
electron heat flux multiplied by a factor of 2 (red dashed line).

3.5. Full power option D scenario

The commonly named option D has been selected as the new
reference configuration for the FP scenario. In this config-
uration, auxiliary heating systems deliver a total power of
∼46 MW to the plasma: ∼10.0 MW from the NBI system,
∼6.0 MW from the ICRH system, and ∼30.2 MW from the
ECRH system.

3.5.1. Simulations with QLK or TGLF of full power option D sce-
nario. The integrated modelling of a steady-state deuterium
plasma in the FP option D scenario has been performed using
both the standard QLK model and an ad hoc QLK version in a
JETTO run and the TGLF SAT1-geo or SAT2 model with the
JINTRAC-ASTRA approach.

The electron temperature Te, ion temperature T i, electron
density ne, toroidal rotation ωtor, and safety factor q radial pro-
files obtained by these four runs are shown in figure 3. The
radial profiles of all power densities and those of the total
electron and ion powers are displayed in figures 4(a) and (b),
respectively, only for the standard QLK simulation. The power
density and total power profiles resulting from the other three
runs are similar in shape and size. The current density radial
profile and its main contribution are shown in figure 5.
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Figure 4. (a) Radial profiles of power densities: ECRH power deposited to electrons PECHe, NBI and ICRH power deposited to electrons
P(ICH+NBI)e, NBI and ICRH power deposited to ions P(ICH+NBI)i, Ohmic power POhm, radiative power Prad, and thermal exchange power
between electrons and ions Pei. (b) Radial profiles of electron and ion total powers including or excluding the thermal exchange power
between species.

Figure 5. Radial profiles of the total current density and of its main
contributions.

From figure 3, we note that the profiles of Te and T i reach
maximum values in the range of 18.0–21.6 keV and in the
range of 9.1–10.4 keV, respectively. There is a good agree-
ment between TGLF and QLK temperature profiles, which are
somewhat smaller in the TGLF SAT1-geo run, up to differ-
ences of the order of∼15%–20% at the plasma centre, because
of a slight difference in the temperature gradient in the region
0.65 � ρtor � 0.94. Electron densities of the two models
present a good agreement for ρtor � 0.5, but a non-negligible
discrepancy appears inside. Specifically, ne has a moderately
peaked profile in the TGLF simulation, while the QLK density
profile is extremely flat in the inner half of the plasma. Due
to a quite different ne gradient in 0.2 � ρtor � 0.5, the maxi-
mum ne value sweeps from 2.0 × 1020 m3 to 2.6 × 1020 m3.
In order to identify the most reliable prediction and to explain
the difference of density peaking between TGLF and QLK, a
benchmark work of the two QL models against the gyrokinetic

Figure 6. Radial profiles of the impurity densities (argon in red,
tungsten in blue) and of the effective charge Zeff . The standard QLK
case results (solid lines) are compared to an assessment of the
impurity and Zeff profiles in the presence of TGLF SAT1-geo
predicted profiles carried out with JETTO/SANCO and QLK
(dashed lines).

model GENE [53, 54] in the DTT parameter range has been
performed and its results are displayed in section 3.5.4.

Comparing the modelling results between the standard
QLK version and the QLK version with 2 × qe,TEM, we noted
that the ‘ad hoc’ model introduced small variations in the
right direction. Specifically, the density peaking is somewhat
increased (closer to the TGLF one) in the ‘ad hoc’ QLK den-
sity profiles. Nevertheless, these improvements are too small
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Figure 7. Radial profiles of neutron density rates, where neutrons
are produced by fusion reactions between two thermal nuclei
(green), between a thermal nucleus and a fast nucleus of the NBI
beam (red), between a thermal nucleus and a fast nucleus of the
ICRH minority species (blue), and between any pair of nuclei
(black). The radial profile of the total neutron rate is also displayed
(black), with points indicating the three contributions to it. These
profiles are for the TGLF SAT2 FP case.

Figure 8. Radial profiles of density and energy density of energetic
particles due to the NBI and ICRH systems.

to justify the employment of this QLK version in further
simulations.

With both QLK and TGLF models, it turns out that DTT
is characterised by Te significantly larger than T i, particularly
in the inner half of the plasma. This is due to the very large
and localised ECH power density (PECHe ∼ 1.1 × 107 W m−3)
and to the fact that Te/T i is a key factor determining the ion
critical gradient

(
R/LT

)
crit

[55, 56], lowering it with increasing
Te/T i. The low ion temperature gradient (ITG) threshold in the
presence of a high ion stiffness then prevents T i from peaking.
This behaviour is in line with several observations in present-
day tokamaks and stellarators with high electron heating; see
for example the recent work in [57]. Instead Te is largely deter-
mined by TEMs, which exhibit much lower stiffness and typ-
ically higher

(
R/LTe

)
thresholds so that a higher Te peaking

Table 2. FP option D scenario dimensionless quantities.

TGLF TGLF QLK QLK
SAT1-geo SAT2 Standard Ad hoc

τE (P = Ptot) 0.25 0.27 0.27 0.28
τE (P = Psep) 0.43 0.42 0.41 0.43
H98 (P = Psep) 0.95 1.00 0.99 0.98
βNtherm (%) 1.39 1.47 1.49 1.51
βNtot (%) 1.49 1.57 1.62 1.62
WEP/W tot (%) 6.5 6.7 7.7 6.7
〈ne〉 /nG 0.44 0.44 0.40 0.42

can be reached. The ITG modes and TEMs are dominant in
these plasmas, while ETG modes [58], which are included in
the integrated simulations, do not play an important role, due
to the high Te/T i. The ETG unimportance was evident from
both stand-alone runs and profile simulations performed with
TGLF and with QLK with and without ETG inclusion. More-
over, the linear gyrokinetic runs carried out with GENE also
confirmed the lack of ETG contribution.

Locally, in the DTT FP scenario, electron heating domi-
nates in the inner plasma region, as evidenced by figure 4(b).
Since the ion channel is very stiff and bound to a low crit-
ical gradient due to Te/T i > 1, ions represent a big power
sink through collisional exchange. The ion temperature pro-
file results stuck near the threshold irrespective of the large
amount of supplied power.

Globally, the core radiated power Prad ≈ 15.4–17.8 MW
is about the 35% of the total power, the ohmic power
POhm ≈ 1.1 MW is quite negligible, and a large amount of
power (13.7 MW � Pei � 14.7 MW) is exchanged from elec-
trons to ions because of the collisional coupling. Therefore,
although the external electron power Pe ext ≈ 38 MW is much
bigger than the external ion power Pi ext ≈ 8 MW, globally
the total electron power Petot ≈ 9.5–10.4 MW is much lower
than the total ion power Pitot ≈ 21.8–22.6 MW. In DTT, the
collisional time is higher than the confinement time, so the
collisional exchange is not enough to equilibrate Te and T i.
As things stand, obtaining an ion temperature profile as high
as possible would be beneficial; to achieve this, one would
have to find ways of reducing the ion stiffness or increas-
ing the ITG threshold, in addition to having more central ion
power. The choice of the option D as the FP reference scenario
has been based on this principle. In particular, some EM sta-
bilisation effects are known to reduce ion stiffness and they
can be increased by the presence of fast ions [59, 60]. These
considerations have led to the choice of increasing the ICRH
power to the maximum technically feasible and increas-
ing the NBI energy with respect to the original proposal
described in [6].

From figure 3, we also note that the safety factor value at
the flux surface that contains 95% of the poloidal flux is quite
low, q95 ≈ 2.5–2.6. An increased disruptivity is observed in
plasma with such low q95; see e.g. [61]. As a consequence,
the DTT team decided to enlarge the DTT major radius from
R0 = 2.14 m to R0 = 2.19 m and its minor radius from a =
0.65 m to a = 0.70 m to bring q95 nearer to 3.
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Figure 9. Profiles of (a) electron temperature, (b) density, and (c) pressure in the pedestal region for different values of relative shift
(npos − Tpos) (ψN). (d) Electron temperature at the pedestal top Tped

e as a function of nsep
e /nped

e .

Figure 10. Radial profiles of electron temperature, ion temperature, and electron density predicted by JETTO runs using the standard QLK
model for different values of relative shift (the red lines correspond to a null shift, while the green lines correspond to a shift of 0.0125ψN).

Within the JINTRAC runs, the contribution of impurities
is calculated by SANCO, using neoclassical transport and tur-
bulent transport from QLK. In figure 6, the density profiles
of impurities and the profile of the effective charge Zeff are
displayed for the QLK case with solid lines. The TGLF simu-
lations in ASTRA do not evolve impurity species, but only take

into account their effects assuming the ne profile shape. Never-
theless, it is interesting to get an idea of which argon and tung-
sten densities would be computed by QLK for Te, T i, and ne

values such as those in the TGLF case. Thus, a JETTO run with
interpretative Te, T i, and nD profiles equal to the TGLF SAT1-
geo case has been performed, including SANCO calculations
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Figure 11. Comparison of Te, T i, and ne radial profiles between the standard QLK case with the fixed pedestal of section 3.5.1 (solid red
lines) and the new standard QLK case with the moulded ETB (dashed blue lines).

for impurity densities and using QLK as a turbulent transport
model for the impurities. This allows us to estimate the effect
of the TGLF electron density peaking on the impurity profiles,
as shown in figure 6 with dashed lines.

Argon and tungsten densities amount to nAr/ne ≈ 0.28%
and nW/ne ≈ 0.014%, respectively. We observe some penetra-
tion of the impurities into the core in both models.

In future works, other possible seeding gasses will be tested
in place of argon to investigate their effect on the edge radiative
dissipation.

The largest neutron loads to be coped with obviously
occur in the FP scenario. The more challenging prospect
in this respect is represented by the TGLF SAT2 FP run,
where the maximum value of neutron rate is reached. The
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Figure 12. Radial profile of the source of neutrals from the edge and radial profile of the NBI particle source.

Figure 13. Dependence of neutral penetration across the separatrix
on deuterium fuelling as derived from SOLEDGE2D-EIRENE
simulations.

total neutron density rate and the radial profiles of its three
contributions shown in figure 7 are for the run outcome with
the TGLF SAT2 profiles. When integrating over the entire
profile up to the separatrix, the total neutron rate amounts to
1.47 × 1017 neutrons s−1, compatible with the present design
of neutron shields with a good safety margin. The neutron den-
sity rates obtained from simulations with standard or ad hoc
QLK or with TGLF SAT1-geo profiles are somewhat lower,
but definitely similar in shape, giving total neutron rates in the
range of 1.29–1.36× 1017 neutrons s−1. In all cases, the largest
contribution is given by the fusion reactions between NBI fast
deuterium and thermal deuterium, but the thermal–thermal
neutrons are also very significant.

In figure 8 the density and energy density radial profiles of
energetic particles are shown for the standard QLK run. The EP
profiles in the TGLF SAT2, TGLF SAT1-geo, and ad hoc QLK
cases present similar shapes. In the FP reference scenario, the
energy fraction owned by the EPs amounts to WEP/W tot ≈
6.5%–7.7%.

For the sake of completeness, table 2 presents the
main dimensionless physical quantities of this scenario.

Of particular note, the total radiation from the plasma inside
the separatrix can be subtracted or not from the input power
when calculating the confinement, yielding the two τE values
in table.

3.5.2. Pedestal variations. Core–edge integration is a key
point in the DTT-integrated modelling work. Since the pedestal
points are used as boundary conditions in the JETTO/ASTRA
simulations, for the FP scenario we investigated the pedestal
height variability depending on the Europed run inputs to
examine the robustness of the central results of our anal-
ysis. Some Europed inputs (such as Ipl, Bt, R0 etc) are
imposed by the selected scenario and by general DTT param-
eters; therefore we have not performed sensitivity tests on
these. We have tested the sensitivity to β values in the range
0.4 � βpol � 0.8 and verified that the effect is small. Then, the
βpol value has been selected iteratively to match the JINTRAC
predicted value.

It has also been checked that T sep value variations in the
range of 100–200 eV did not lead to significant changes in
the pedestal values. Neither substituting argon with an other
impurity (for instance with neon as seeding gas) nor varying
the Zeff value around the reference value effectively impacts
the pedestal height. All of these small Tped

e variations fall back
into a typical accuracy of around ±20% of the EPED model
when the pedestal is PB limited [17].

Although modelling the direct effect of the gas on the
pedestal is outside the scope of this work, the effect of the
gas is expected to increase nsep

e and shift the density position
npos

e outwards, as observed in AUG, JET-ILW, TCV, and DIII-
D [18, 62–65]. Therefore, we have assessed the gas effect on
the pedestal by testing the impact of the density position on the
predicted Tped

e .
A null relative shift

(
npos

e = Tpos
e

)
is the standard

assumption in the basic EPED model and has been used
throughout the paper. Assuming that the density has
the same position as the temperature (corresponding to
nsep

e /nped
e ≈ 0.25, i.e. to nsep

e ≈ 3.5 × 1019 m−3), the Europed
run predicts Tped

e ≈ 2.2 keV.
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Table 3. Reference parameters from the end of the ASTRA-TGLF
simulation, at the radius of analysis ρtor = 0.32, used as GENE inputs.

R/Ln R/LTe R/LTi T i/Te nAr/ne nW/ne

2.99 7.8 3.93 0.59 1.5 × 10−3 7.5 × 10−5

q ŝ κ δ νc βe

0.76 0.31 1.38 4.9 × 10−2 5.23 × 10−5 2.75 × 10−2

Figure 14. ky spectra of the growth rate γ (a) and angular frequency
ω (b) of the most unstable linear mode (solid) and of the second
unstable linear mode (dashed), neglecting (black) or taking into
account (red) the impurities, for ASTRA-TGLF parameters at
ρtor = 0.32. Both γ and ω are normalised with cs/R, while ky is
normalised with 1/ρs.

However, relatively recent results show that typically
npos

e > Tpos
e , with values of the shift higher than ≈ 0.002ψN

[18, 62]. The possible effect of npos
e > Tpos

e has been tested, as
displayed in figure 9.

By increasing the relative shift, Tped
e decreases until sat-

uration is reached above the relative shift ≈ 0.01ψN (cor-
responding to nsep

e /nped
e ≈ 0.5, i.e. to nsep

e ≈ 7 × 1019 m−3).
The saturation is related to the effect of the density

Figure 15. (a) Spectrum of the QL electron particle flux Γe(ky)
versus R/Ln, normalised with (qe + qi)/Te, where qe and qi are the
total QL electron an ion heat fluxes and Γe(ky) satisfies
Γe =

∑
ky
Γe(ky). (b) ky spectrum of the growth rate γ of the most

unstable linear mode versus R/Ln. γ is normalised with cs/R, while
ky is normalised with 1/ρs.

position on the pressure position, as discussed in [19]. In DTT,
nsep

e /nped
e � 0.5 is expected, and in the main simulations of this

work nsep
e /nped

e ≈ 0.2–0.3. With this value, the EPED model is
rather accurate (within 20%). The most recent results obtained
in JET show that the shortfall compared to EPED occurs at
relatively high separatrix density (approximately nsep

e /nped
e >

0.5, with significant discrepancies that occur above 0.6) [66].
Nonetheless, to test the effect of possibly higher nsep

e /nped
e , an

Europed simulation has also been done at nsep
e /nped

e ≈ 0.5–0.6.
This value is expected to already be relatively high for DTT,
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Figure 16. Normalised electron particle flux TeΓe/(qe + qi) vs
R/Ln, with parameters from ASTRA-TGLF (solid or dotted) and
JINTRAC-QLK (dashed) predictive transport simulations, computed
with GENE NL (black), GENE QL (black, dotted), TGLF SAT1-geo
(red), TGLF SAT2 (blue) and QLK (green), where the QL codes
have been run using the stand-alone version. The reference values
R/Ln ∼ 3 (ASTRA-TGLF) and R/Ln = 0.46 (JINTRAC-QLK) are
shown by solid and dashed vertical magenta lines, respectively.

although not high enough to lead to major problems with the
reliability of the EPED predictions [66]. Above nsep

e /nped
e ≈

0.5–0.6, there is presently no model to reliably assess the
effect of the gas rate on the pedestal.

The minimum temperature reached with the highest rela-
tive shift of 0.0125ψN (with nsep

e ≈ 8 × 1019 m−3, i.e. with
nsep

e /nped
e ≈ 0.6) is Tped

e ≈ 1.7 keV, approximately 500 eV
lower than the reference case.

In order to test the effects of the pedestal variations due to
different relative shift values on plasma profiles, we repeated
the standard QLK run of the FP reference scenario (with null
relative shift) but we set the pedestal points calculated by
EPED with a relative shift of 0.0125ψN . Temperature and
density radial profiles of these two simulations are compared
in figure 10. We observe that the temperature value reduc-
tion at the top of the pedestal propagates inwards up to the
plasma centre, but it is more interesting to note the increased
density peaking as a consequence of a non-null pedestal rela-
tive shift.

Overall, however, the scenario predictions are not signifi-
cantly affected.

3.5.3. Fuelling issues. In order to evaluate if the predicted
density profiles can be sustained by only gas puffing or if a
pellet fuelling system is required, the level of edge neutrals
required to operate in the FP option D scenario without pellets
has been investigated.

The standard QLK run of section 3.5.1 has been extended
up to the separatrix by replacing the fixed pedestal exter-
nally calculated by Europed with the results of a suitable

Figure 17. Normalised electron particle flux TeΓe/(qe + qi) vs
R/Ln, for the three values R/LTe = 7.8, 7.8 ± 20% of the
normalised electron temperature logarithmic gradient.

edge transport barrier (ETB) tuned to reproduce the Europed
pedestal.

To calculate the neutral source, the FRANTIC [67] code
has been included in the simulation, setting a feedback control
of gas puffing to reach the electron density value expected at
the top of barrier (TOB) with null recycling. The ETB trans-
port coefficients are arranged to obtain the temperature at the
top of the pedestal as close as possible to the Europed val-
ues, thanks to a continuous ELM model. In figure 11, the
Te, T i, and ne radial profiles resulting from this adjustment
work are compared to the profiles of the QLK case with a fixed
pedestal to show the good agreement between them.

The neutral penetration into the plasma evaluated by
FRANTIC is adequate for fuelling since the neutral density
rate is up to ρtor ∼ 0.8, as displayed in figure 12. The NBI
contribution to the neutral source is small.

To reach the density value at the TOB which allows us to
have 〈ne〉 ∼ 0.4 nG in the FP reference scenario, a neutral flux
level of about 0.36 × 1022 particles s−1 at the separatrix is
required.

The dependence of neutral penetration across the separatrix
as a function of deuterium fuelling was found starting from
the results obtained in [68] with the edge code SOLEDGE2D-
EIRENE [69, 70]. A scan of the fuelling was performed start-
ing from a detached case. The results are shown in figure 13;
of particular note, ∼5 × 1022 particles s−1 is the deu-
terium fuelling corresponding to the required neutral flux at
the separatrix. This means that we need a gas puffing and
pumping system capable of supplying and pumping at least
∼5 × 1022 particles s−1, which is near the feasibility limit.

Due to this marginality, and in order to avoid degrading the
edge plasma with extremely high gas puff rates, a pellet injec-
tion system is found to be useful as a fuelling method in DTT
to minimise the operational risk.

A modelling work on pellets has just started. In addi-
tion, a work on core–pedestal–SOL-integrated modelling,
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Figure 18. Comparison of radial profiles among the most salient
options of the FP scenario. (a) Profiles of electron temperature, ion
temperature, and electron density. (b) Profiles of energetic particle
density, energetic particle energy density, and the parallel
component of the energetic particle energies.

Figure 19. Steady-state radial profiles of the electron and ion
temperatures, electron density, toroidal rotation, and safety factor of
the day-1 scenario, with turbulent transport calculated by TGLF
SAT1-geo (blue dash-dotted line).

totally self-consistent in terms of temperature and density pro-
files, fluxes, and transport coefficients, is envisaged as future
development.

3.5.4. Gyrokinetic simulations to validate QLK and TGLF
for DTT full power parameters. Linear and nonlinear (NL)
gyrokinetic simulations have been performed at the fixed
radius ρtor = 0.32, using the flux-tube (radially local) version
of the GENE code, in order to characterise the turbulence,
compute the particle and heat fluxes and estimate the den-
sity peaking, testing the results of the ASTRA-TGLF and
JINTRAC-QLK predictive runs. This analysis has been car-
ried out with the main goal of understanding which of the two
transport simulations gives the more reliable estimate of the
density peaking, since they give different results. The parame-
ters from the end of the ASTRA-TGLF run have been used as
GENE inputs. A detailed analysis of this case has been per-
formed, and some parameters have been also replaced with
the corresponding ones from the end of the JINTRAC-QLK
simulation to investigate their impact on the results. The main
simulation parameters (from ASTRA-TGLF) are summarised
in table 3.

Argon and tungsten impurities with effective charge
Zeff = 1.65 have been accounted for as kinetic species in
the simulations when not differently stated. The normalised
radial logarithmic gradients of the f profiles ( f = n, T)
are here defined as R/L f = −R d ln f /dr, where R and r
are the plasma major and minor radii at the selected mag-
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Table 4. Heating mix options (power values at plasma) evaluated for DTT FP scenarios.

Option ECRH ICRH NBI

A ∼28.8 MW ∼3 MW ∼15 MW
(32 gyr. × 1 MW) ×0.9 (2 antennas in one module) 2 inj. × (7.5 MW at 400 keV)

B ∼36.0 MW ∼3 MW ∼7.5 MW
(16 gyr. × 1 MW + 20 gyr. × 1.2 MW) ×0.9 (2 antennas in one module) 1 inj. × (7.5 MW at 400 keV)

C ∼28.8 MW ∼9 MW ∼7.5 MW
(32 gyr. × 1 MW) ×0.9 (6 antennas in three modules) 1 inj. × (7.5 MW at 400 keV)

D ∼30.2 MW ∼6 MW ∼10 MW
(24 gyr. × 1 MW + 8 gyr. × 1.2 MW) ×0.9 (4 antennas in two modules) 1 inj. × (10 MW at 500 keV)

E ∼28.8 MW ∼3 MW ∼15 MW
(32 gyr. × 1 MW) ×0.9 (2 antennas in one module) 1 inj. × (10 MW at 500 keV) + 1 inj. × (5.0 MW at 200 keV)

F ∼28.8 MW ∼3 MW ∼10 MW
(32 gyr. × 1 MW) ×0.9 (2 antennas in one module) 1 inj. × (10 MW at 600 keV)

G ∼30.2 MW ∼6 MW ∼7.5 MW
(24 gyr. × 1 MW + 8 gyr. × 1.2 MW) ×0.9 (4 antennas in two modules) 1 inj. × (7.5 MW at 400 keV)

H ∼30.2 MW ∼6 MW ∼10 MW
(24 gyr. × 1 MW + 8 gyr. × 1.2 MW) ×0.9 (4 antennas in two modules) 1 inj. × (10 MW at 400 keV)

I ∼26.3 MW ∼9 MW ∼10 MW
(16 gyr. × 1 MW + 11 gyr. × 1.2 MW) ×0.9 (6 antennas in three modules) 1 inj. × (10 MW at 500 keV)
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Table 5. Main parameters of a subset of heating options for the DTT FP scenario using TGLF SAT1-geo.

Heating option
τE (s) τE (s)

H98Y βNtherm /βNtot

WEP/W tot Te0/Ti0
〈ne〉 /nG

Neutron
(P = Ptot) (P = Psep) (%) (keV keV−1) Rate

A 0.25 0.45 0.95 1.40/1.49 5.7 14.6/9.3 0.47 1.24 × 1017 s-1

B 0.26 0.44 0.95 1.42/1.46 3.3 15.6/8.5 0.46 0.85 × 1017 s-1

D 0.25 0.43 0.95 1.39/1.49 6.5 18.0/9.1 0.44 1.29 × 1017 s-1

netic surface, respectively. The other parameters are the
ion/electron temperature ratio T i/Te, the impurity density
fractions nimp/ne (normalised with the electron density), the
safety factor q, the magnetic shear ŝ = (r/q)dq/dr, the elon-
gation κ, the triangularity δ, the GENE collision parameter
νc = 2.3031 × 10−5 lnΛR[m]ne[1019 m−3]/Te[keV]2, where
ln Λ = 24 − ln(

√
1013ne[1019 m−3]/103Te [keV]) is the

Coulomb logarithm, the ratio of the electron plasma pressure to
the magnetic pressure βe = 2μ0neTe/B0, with μ0 the vacuum
permeability and B0 = 5.9 T the vacuum magnetic field on
the magnetic axis. All simulations are run with collisions,
using a Landau operator. Since the electron–ion collision
rate depends on ni, which changes depending on the number
of considered species (ni is adapted using quasi-neutrality),
the electron–ion thermal collision rate varies depending
on the number of considered species and it can be easily
evaluated for each case as νei = 4(ni/ne)

√
Te/meνc/R. In the

ASTRA-TGLF run the impurities have not been predicted;
therefore, their density profiles are set proportional to the
electron (ion) one. A realistic geometry has been considered,
with magnetic equilibrium obtained with the EFIT solver
[71, 72], then approximated with a Miller analytic model
[73]. Fast ions have been excluded due to their small density
fraction nFI/ne ∼ 2% at the radius of analysis, but their
potential effect on transport should be investigated in the
future. Finally, the effect of the E × B rotation shear has
been excluded (γE = −(r/q)(dΩtor/dr)R/cs = −0.03, where
Ωtor is the toroidal angular velocity and cs ≡

√
Te/mi the

ion sound speed), since its effect has been found to be
negligible by performing a NL GENE simulation at reference
parameters.

To start, the linear ky spectra of the growth rate γ and angu-
lar frequency ω corresponding to the first two most unstable
modes have been computed with the GENE eigenvalue solver
for reference parameters from the ASTRA-TGLF simulation
at ρtor = 0.32, in order to characterise the turbulence regime.
The results are collected in figure 14.

The growth rate γ (a) and the angular frequency ω
(b) are shown versus ky, comparing the simulations where
the impurities have been excluded (black squares) with
those where they have been taken into account (red tri-
angles). γ and ω are normalised with cs/R, while ky is
normalised with 1/ρs, where ρs = cs/Ωi is the sound Lar-
mor radius, with Ωi the ion cyclotron frequency. The dom-
inant mode is a TEM at all wavenumbers, while the sec-
ond unstable mode is an ITG mode, corresponding to ω <
0 and ω > 0, respectively, according to GENE conventions.
The sub-dominant ITGs are peaked at a larger wavenum-
ber (ky,ITGpeakρs ∼ 0.6) compared to the dominant TEMs

(ky,TEMpeakρs ∼ 0.4). As a consequence the ITGs are even more
non-linearly sub-dominant, since smaller wavenumbers pro-
vide the dominant contribution to the NL fluxes. Micro tear-
ing modes (MTM) are found with the GENE initial value
solver for kyρs � 0.1, which are destabilised by the finite
βe (they are identified as MTMs looking at the ballooning
structures of the electrostatic potential fluctuation δφ and of
the parallel vector potential fluctuation δA‖). However, they
correspond to small growth rates and do not impact the NL
fluxes at the reference parameters. Finally, the impurities have
a small stabilising effect on the smaller ky TEM branch, a mod-
erate effect on the subdominant ITGs, while they considerably
stabilise TEMs at kyρs > 0.8, as seen when comparing the red
and black curves in figure 15(a).

As a second step, a QL evaluation of the electron parti-
cle flux Γe spectrum dependence on R/Ln has been pursued
using a simple ES ‘mixing length’ model based on GENE
linear simulations, following [74, 75]. For each ky, the QL
fluxes are evaluated as FQL = A0

∑
ky
wQL(ky)FL

norm(ky), where
A0 is a scaling factor associated with the absolute fluctua-
tion amplitude, which is the same for different fluxes F =

Γe, qe, qi and cancels out when computing flux ratios, FL
norm(ky)

represents a properly normalised spectral contribution to the
flux which is evaluated with the fields from the correspond-
ing linear eigenmode, and the QL saturation prescriptions
wQL(ky) = (γ/〈k2

⊥〉)ξ specify the ky dependence of the rel-
ative saturation amplitude levels of the NL electrostatic
potential φ. Here 〈k2

⊥〉 indicates the flux-surface average of
the squared perpendicular wave number, weighted with the
|φ|2 ballooning structure, considering only kx = −Δkx , 0,Δkx

(Δkx = 2π/Lx , with Lx the x box size) following [76], and set-
ting ξ = 2 (this, a posteriori, gives the best QL–NL spectra
agreement). The QL results are summarised in figure 15.

Figure 15(a) shows the Γe spectrum, normalised with
the total (summed over ky) value of (qe + qi)/Te, in the
(kyρs, R/Ln) plane. The ‘zero particle flux’ condition Γe = 0
(green line), which is very close to the actual Γe = Γe,ref. from
ASTRA-TGLF inputs (Γe,ref. ∼ 1.01 × 1018 s−1 m−2 at the
radius of analysis and therefore almost negligible), is satisfied
for R/Ln ∼ 1.8, which is smaller than the TGLF SAT1-geo ref-
erence value R/Ln ∼ 3 (magenta solid line), below a ±30%
error bar. The Γe = 0 condition is obtained from a balance of
a low-k TEM-driven outward flux with a larger-k ITG-driven
inward flux. This correspondence of the TEM and ITG regimes
with the Γe signs is obtained by comparing figure 15(a) with
figure 15(b), which shows the frequency ω in the (kyρs, R/Ln)
plane (> 0 for ITG and < 0 for TEM according to GENE
conventions).
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Figure 20. (a) Radial profiles of the impurity densities (Ar in red,
W in blue) and of the effective charge in the day-1 scenario for the
TGLF SAT1-geo case. The standard QLK case results (solid lines)
are compared to an assessment of the impurity and Zeff profiles in
the presence of TGLF SAT1-geo-predicted profiles carried out with
JETTO/SANCO and QLK (dashed lines). (b) Radial profiles of
neutron density rates (neutrons from thermal nuclei in green, from a
thermal nucleus and a fast NBI nucleus in red, and from a thermal
nucleus and a fast ICRH nucleus in blue). The radial profile of the
total neutron rate is also displayed (black). (c) Radial profiles of
density and energy density of EPs due to the NBI and ICRH systems.

R/Ln scans of NL GENE ion-scale local runs have been per-
formed to obtain a GK estimate of the peaking (i.e. the R/Ln

that satisfies Γe ∼ 0). The GENE results are shown in figure 16
by solid black lines, compared with those obtained by run-
ning TGLF SAT1-geo (solid/red) and TGLF SAT2 (solid/blue)
stand-alone simulations.

An additional R/Ln scan of GENE NL runs (dashed/black)
has been performed, replacing the values of the tem-
perature logarithmic gradients R/LTe = 7.8, R/LT i = 3.93
(ASTRA-TGLF) with those corresponding to the JINTRAC-
QLK predictive simulation: R/LTe = 9.08, R/LTi = 4.58,
compared with corresponding QLK stand-alone simula-
tions (dashed/green). The reference value of R/Ln ∼ 3
from ASTRA-TGLF is shown by a solid vertical magenta line,

Figure 21. (a) Radial profiles of power densities in the day-1
scenario: ECRH power deposited to electrons PECHe, NBI and ICRH
power deposited to electrons P(ICH+NBI)e, NBI and ICRH power
deposited to ions P(ICH+NBI)i, ohmic power POhm, radiative power
Prad, and thermal exchange power between electrons and ions Pei.
(b) Radial profiles of electron and ion total powers including or
excluding the thermal exchange power between species in the day-1
scenario.

while the corresponding value R/Ln = 0.46 from JINTRAC-
QLK is shown by a dashed vertical magenta line. In greater
detail, figure 16 shows the normalised electron particle flux
TeΓe/(qi + qe) vs R/Ln. The density peaking predicted by
each code is obtained from figure 16(a) at the crossing of the
corresponding curve with the horizontal line Γe ∼ 0. It fol-
lows that GENE prediction (R/Ln ∼ 1.4–1.8) lies in between
the QLK and TGLF presidctions, not confirming the ‘flat
ne’ prediction of QLK. Even when replacing the ASTRA-
TGLF R/LTe,i values with those from JINTRAC-QLK,
GENE still predicts a peaked ne, with an even slightly larger
R/Ln.

The sensitivity of the GENE estimate of the electron den-
sity peaking to changes in R/LTe, which is the main driver
of the TEM-dominant turbulence regime, has been tested by
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Figure 22. (a) Steady-state radial profiles of the electron and ion temperatures, electron density, and safety factor of the day-0 scenario, with
turbulent transport calculated by TGLF SAT1-geo (blue dash-dotted line). (b) Radial profiles of the impurity densities (argon in red, tungsten
in blue) and of the effective charge Zeff in the day-0 scenario in the presence of TGLF SAT1-geo-predicted profiles carried out with
JETTO/SANCO and QLK (dashed lines).

repeating the NL R/Ln scans, increasing and decreasing the
reference ASTRA-TGLF value R/LTe = 7.8 by ±20%. The
results, shown in figure 17, indicate that the effect of chang-
ing R/LTe within a ±20% error bar has a small/moderate
effect on the peaking, which increases by ∼ 20% when R/LTe

decreases.
However, a similar sensitivity test in QLK indicated a sig-

nificant increase in zero particle flux R/Lne with decreasing
R/LTe. Zero particle flux at R/Lne = 1.5 (the GENE value)
was attained with only a ∼15% decrease in R/LTe. The zero-
flux boundary in QLK is extremely sensitive to the ITG-TEM
transition in this regime, and occurs here rapidly over multi-
ple wavenumbers with stiff TEM heat flux, also meaning that
the ad hoc TEM electron heat flux model tested here was less
effective than expected in reducing the power balance R/LTe.
The self-organized R/Ln − R/LT state that leads to flat ne pro-
files in the QLK simulations for ρtor < 0.4 in this specific
regime thus likely arises from discrepancies in the ITG-TEM
instability boundary in the R/Ln − R/LT space compared to
higher-fidelity gyrokinetic models. This will be explored in
future work.

Summing up, the very flat profile predicted by JINTRAC-
QLK in the inner region is not validated by a comparison of
QLK stand-alone with GENE. Also, the amount of ne peaking
predicted by ASTRA-TGLF turns out to be somewhat over-
estimated when compared with GENE, although qualitatively
closer to the gyrokinetic prediction. Both models should then
be approached with care in the region inside ρtor = 0.4, which

is characterised by high power density, TEM dominance and q
values below 1, with sawteeth not yet accounted for.

3.6. FP scenario heating mixes

Prior to this modelling work, the heating mix of the FP sce-
nario was not established. One of the purposes of this work
was to optimise the choice of power distribution amongst the
three systems and the choice of NBI energy. In addition to the
three heating mix options proposed in [6], other possible can-
didates have been suggested within the DTT physics group.
The various options are listed in table 4.

In order to assist in the choice of heating mix, each of
these nine SN FP H-mode scenarios has been simulated both
in a JETTO run with the standard QLK model and with a
JINTRAC-ASTRA approach with TGLF SAT1-geo model.

For the sake of clarity, only some radial profiles of only
the three most salient options obtained from TGLF SAT1-geo
runs are shown in figure 18. The main parameters of these three
cases are displayed in table 5. In all FP options, the characteris-
tic behaviour of the main plasma profiles seen in section 3.5.1
recurs. Of particular note, the electron density has a moder-
ately peaked profile reaching maximum values in the range of
(1.9–2.7) × 1020 m−3, and in the central plasma region the
electron temperature Te ≈ 15–27 keV is much higher than the
ion temperature T i ≈ 8–12 keV.

In order to achieve more central NBI deposition, as well
as to minimise the collisionless ripple fast particle losses [77]
and allow resonant excitation of Alfvénic waves [78],
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Figure 23. (a) Radial profiles of the power densities in the day-0
scenario: ECRH power deposited to electrons PECHe, ohmic power
POhm, radiative power Prad, and thermal exchange power between
electrons and ions Pei. (b) Radial profiles of electron and ion total
powers including or excluding the thermal exchange power between
species in the day-0 scenario.

the higher NBI energy is preferred over the higher NBI
power option, in addition to opting for the largest possible
injection angle.

Given the need to try to equilibrate Te and T i, option B with
40 MW of ECH power has been discarded, and the missing
NBI power has been replaced by ICH power, which has the
double advantage of providing central ion heating and a fast
particle population, which could help lowerthe high ion stiff-
ness observed by TGLF and QLK [59]. From the power depo-
sition calculations, the synergy effects between ICRH and NBI
proved to be very relevant, leading to a maximised energetic
particle content in option D.

Given the state of the art of QL models, the differences
between the various options are not large. However, the non-
linear effects linked with thermal and suprathermal pressure
gradients not included in the QL models could play an impor-
tant role in the ion temperature profile.

From the physics point of view, option D is the best com-
promise between technical feasibility, the need to heat ions,
and the creation of suitable EP population.

3.7. Day 1 scenario

In the day-1 phase (with Bt = 6 T and Ipl = 4.0 MA), the
power coupled to the plasma (∼25 MW) will be shared among
the heating systems as described in section 2. The integrated
modelling of a steady-state deuterium plasma in the day-1
scenario has been performed using both the standard QLK
model in a JETTO run and the TGLF SAT1-geo model with
the JINTRAC-ASTRA approach.

The simulation settings broadly described from the begin-
ning of section 3.1 up to the end of section 3.4 have been also
employed in this day-1 scenario modelling work.

Since the density value at the top of the pedestal has not
been reduced with respect to the FP case, the Greenwald frac-
tion increased to 〈ne〉 ∼ 0.5 nG, still well within safety mar-
gins. The pedestal parameters predicted by Europed for day-1
scenario are very similar to those of the FP case.

The electron temperature Te, ion temperature T i, electron
density ne, toroidal rotation ωtor, and safety factor q radial
profiles obtained by TGLF SAT1-geo and QLK runs are dis-
played in figure 19. According to both models, the density
peaking results were less pronounced in day-1 phase than in
the reference FP scenario, leading to a lower central value
ne0 ≈ 2.0 × 1020 m−3.

We note some discrepancies between the QLK and TGLF
temperature profiles. In the day-1 case, the electron temper-
ature in the QLK run is estimated to be rather similar to the
FP case, while it is significantly reduced in the TGLF run. For
both models, the T i values are similar in the day-1 and FP sce-
narios, in spite of having half the injected power. This may
be ascribed both to the increased ITG threshold with lower
Te/T i and to the high ion stiffness, which makes a factor of
2 difference in power rather ineffective in terms of T i profiles
(although crucial for divertor studies).

Figure 20(a) shows impurity densities and effective charge
radial profiles for the standard QLK run (solid lines) com-
pared to an assessment of the impurity and Zeff profiles in
the presence of TGLF SAT1-geo predicted profiles carried out
with JETTO/SANCO and QLK (dashed lines). We note that
the impurities feature less central accumulation than in the FP
case.

For the TGLF case, shown in figure 20(b), the neutron rate
is reduced to 7.1 × 1016 neutrons s−1. In figure 20(c) the EP
contents are shown for the TGLF SAT1-geo case.

In figure 21(a) the radial profiles of all power densities
and those of the total electron and ion powers are shown in
figure 21(b), only for the standard QLK simulation.

3.8. Day 0 scenario

The day-0 phase (with Bt = 3 T and Ipl = 2.0 MA) features only
8 MW of ECH power in second harmonic X-mode (coupling to
the plasma ∼7.2 MW of power), as described in section 2. The
integrated modelling of a steady-state deuterium plasma in the
day-0 scenario has been performed using the TGLF SAT1-geo
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model with the JINTRAC-ASTRA approach. We do not show
the QLK results for this case, as QLK validity is most affected
by the dominant TEM regime in this purely electron heated
case.

The simulation settings widely described in the initial
sections of 3 have also been used in this day-0 scenario mod-
elling work. While maintaining the same relative impurity mix
of Ar and W used in the FP runs, in the day-0 simulation a
flat Zeff = 1.4 profile has been set as the initial condition in
SANCO. The density at the pedestal top has been reduced
with respect to the FP case, to have a Greenwald fraction of
approximately 0.36.

In figure 22(a), the radial profiles of Te, T i, ne, and q pre-
dicted by the TGLF SAT1-geo run of day-0 phase are shown.
The reduced pedestal density with respect to the FP case and
the slightly peaked ne profile lead to a lower central density
value of about ne0 ≈ 0.7 × 1020 m−3.

In figure 22(b), impurity densities and effective charge
radial profiles are shown for an assessment of the impurity and
Zeff profiles in the presence of TGLF SAT1-geo-predicted pro-
files carried out with JETTO/SANCO and QLK (dashed lines).
Te is much larger that T i (Te0 ≈ 12 keV and Ti0 ≈ 4 keV), due
to having only electron heating and low density. The toroidal
rotation is not shown as there is no NBI torque, so it reduces
to intrinsic rotation, with edge values difficult to estimate but
which are expected to be small. We note that the impurities
show much less core penetration in the day-0 case.

For the sake of completeness, in figure 21 the radial profiles
of all power densities and those of the total electron and ion
powers are shown in figures 23(a) and (b), respectively.

A neutron rate of ∼4 × 1014 neutrons s−1 has been esti-
mated for the day-0 scenario.

4. Conclusions

The first principle multi-channel-integrated modelling of the
main DTT baseline scenarios using QL transport models
(TGLF, QLK) has begun and it is key to supporting the design
of the device and to help the elaboration of a scientific work
programme for DDT. This work has been partiuclarly cru-
cial for defining the reference heating mix for the FP sce-
nario among nine possible options. Moreover, results from
this modelling led to the decision to enlarge the device up to
R0 = 2.19 m and a = 0.70 m. Reference profiles in different
scenarios, as well as estimates of neutron yields and fast par-
ticle losses, are now available for diagnostic system design.
In addition, a preliminary risk evaluation of fuelling via gas
puffing without pellet support has been done, suggesting a ben-
eficial impact of incorporating pellet fuelling in addition to gas
puffing. Validation of the QL models used against the gyroki-
netic simulations in the specific DTT range of parameters has
been performed, essential to improve the reliability of such
predictions.
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