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1.  Introduction

Recently, the discrepancy between the predicted and estimated 
neutron rates on JET has been the focus of a detailed study [1]. 
The authors of this study used an absolutely calibrated fission 
chamber (FC) [2] for measuring the neutron rate in several 
different JET plasmas and the TRANSP/NUBEAM codes  
[3, 4] to predict its expected values. The main conclusions of 
this study were that: (i) the measured neutron rate was smaller 
than the predicted one (the so-called neutron deficit) by a 
factor that ranged from 0%–50% depending on the plasma 
scenario; (ii) no clear correlation between the uncertainties 
in the main plasma parameter input to TRANSP/NUBEAM 
and the neutron deficit could be found; and (iii) that MHD 
activity was not the cause of this deficit. Possible causes for 
the observed neutron deficit suggested by the authors of that 
study included: unknown physical processes leading to large 

fast ion redistribution, calibration errors, uncertainties in the 
DD fusion reaction cross-sections and in the fast ion slowing 
down models used in NUBEAM.

In this work, we report similar observations on the mega 
ampere spherical tokamak (MAST) [5]. In addition to finding 
a neutron deficit between measurements and TRANSP/
NUBEAM prediction, we have also measured a similar def-
icit in the proton production rates. The measured neutron and 
proton production rates on MAST are smaller than expected 
by a similar amount to the one found on JET—approximately 
40%. Contrary to the observation in JET, however, the dis-
crepancy in MAST is roughly the same for all investigated 
scenarios with and without the redistribution of fast ions 
due to MHD instabilities (when the anomalous transport 
of fast ions is accounted for). In a spherical tokamak, large 
fast ion populations, such as those originating from neutral 
beam injection heating, are not only responsible for the vast 
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majority of all fusion reactions (the thermal reactivity is typi-
cally less than 5%), but they can excite MHD instabilities that 
cause their redistribution and loss. Fusion product diagnostics 
can therefore provide information on the confinement of fast 
ions, and the comparison between predictions and measure-
ments on an absolute scale is thus of paramount importance 
in understanding the underlying physics used in the model-
ling codes, as well as in the testing of the code themselves in 
reference scenarios, such as those where no or little fast ion 
redistribution is expected.

This work presents new experimental evidence for the dis-
crepancy between predicted and measured fusion products 
rates when using NUBEAM, which employs a guiding centre 
approximation together with a finite Larmor radius correc-
tion to model the full fast ion orbits. A systematic study of 
the possible causes for such a discrepancy, described in detail 
in this paper, has shown that the uncertainties in the exper
imental measurements and in the input data to TRANSP/
NUBEAM cannot account for this discrepancy. Recent theor
etical studies have shown that, for a spherical tokamak, the 
neutron emissivity along guiding centre approximate orbits is 
larger than the one calculated on full orbits [6, 7]. Contrary 
to conventional tokamaks, the confining magnetic field in a 
spherical tokamak is quite small, resulting in fast ions with 
energies in the tens of keV and large Larmor radii. This, in 
addition to the small size of MAST plasmas compared with 
the fast ion Larmor radii, combined with quite steep gradi-
ents in the plasma density and temperature, has been found 
to have an effect on the neutron emissivity. Modelling of the 
fusion products rates with full gyro-orbit codes is outside the 
scope of this work but, as a result of the conclusions reached 
here, is of extreme importance and will be carried out in a 
future work.

The paper is organized as follows. The database of MAST 
plasma scenarios and discharges and the fusion product diag
nostics used in this study are presented in sections 2 and 3 
respectively: in particular, section 3.2 describes the synthetic 
diagnostics used to estimate the expected fusion product rates 
starting from the neutron emissivity profiles calculated by 
TRANSP/NUBEAM. Section  4 is devoted to a comparison 
between the measurements and predictions, while the pos-
sible sources for the observed discrepancies are discussed in 
detail in section 5. Finally, the conclusions are presented in 
section 6.

2.  Plasma scenarios

MAST is a medium sized spherical tokamak with an aspect 
ratio R/a ≈ 0.85/0.65 ≈ 1.3 and capable of sustaining plasma 
discharges with plasma current in the range 0.4–1.0 MA and 
temperatures as high as 2 keV in a very low toroidal magn
etic field (typical values are in the range 0.45–0.6 T). Two 
neutral beam injectors (NBIs) provide additional heating (up 
to 3.5 MW) and are the main source of fast ions in MAST 
and the only source of neutron emission via the beam-thermal 
and beam–beam reactions up to a maximum neutron yield of 
about Y � 2 × 1014 s−1. MAST is capable of a wide range of 
plasma scenarios with different divertor configurations, such 
as the up–down symmetric double null divertor (DND) and 
the down-shifted lower single null divertor (LSND) scenarios. 
It can be operated in L- and H-modes and the safety factor 
profile can be either monotonic or characterized by reversal in 
the core. MAST also exhibits a very rich set of MHD instabili-
ties driven both by the background plasma equilibrium, such 
as sawtooth instability and edge localized modes, and by the 
presence of a large, super-Alfvénic fast ion population, such 
as toroidal Alfvén eigenmodes (TAEs), fish-bones (FBs) and 
long-lived modes (LLMs). The mechanism by which TAEs 
and FBs are excited is the free-energy made available by an 
NBI heating-driven large fast ion pressure with a very steep 
spatial gradient. These instabilities are responsible for the 
redistribution and loss of fast ions and the consequent reduc-
tion in the neutron emissivity [8]. From a fast ion perspective, 
MAST plasma discharges can then be divided in ‘quiescent’ 
scenarios characterized by no or very limited fast ion redis-
tribution and in a ‘non-quiescent’ scenario where significant 
fast ion redistribution occurs. Table 1 summarizes the data-
base of discharges used in this study which cover a wide 
range of plasma currents, from 0.5–1.0 MA with different 
levels of NBI heating, from 1.3–3.4 MW, in DND and LSND 
configurations grouped in six scenarios. Scenarios S1 and S6 
are quiescent scenarios where little or no fast ion redistribu-
tion occurs during parts of the discharge. In the case of sce-
nario S6, strong fast ion redistribution occurs at the sawtooth 
crash but the fast ion population recovers fairly quickly so that 
in the inter-sawtooth crash period, no redistribution occurs. 
Scenarios S2–S4 are characterized by different levels of fast 
ion redistribution. Scenario S5, which exhibits instabilities 
very similar to those of S3 and S4, is included in the database to 

Table 1.  Summary of the plasma scenarios exhibiting a fusion product deficit. Neutron yield values indicate the maximum measured value 
by the fission chamber. Plasma configurations are a double null divertor (DND) and lower single null divertor (LSND). The charged fusion 
product detector (CFPD) was not available for all series.

Scenario Ip (kA) PNBI  (MW)
YFC  
(×1013 s −1) Conf. CFPD Notes

S1 800 1.50 3.0 DND Yes Quiescent MHD
S2 800 1.50 5.6 DND Yes Intermediate MHD
S3 800 2.75 9.4 DND No TAEs, large FBs and LLMs
S4 1000 3.40 15.0 DND No TAEs, FBs and LLMs
S5 630 1.50 5.0 LSND No TAEs, FBs and LLMs
S6 560 1.30 2.0 DND Yes Sawtooth
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provide a historical perspective on the fusion product discrep-
ancy as the discharges in S5 were carried out almost two years 
before those of all the other scenarios. An example of the dif-
ferent nature and level of MHD activity in quiescent and non-
quiescent scenarios is shown in figure 1 where the signal from 
a Mirnov pick-up coil is shown for selected discharges for 
scenarios S1 and S6, together with the time trace of the NBI 
power and the corresponding TRANSP/NUBEAM simulated 
neutron rate. Thanks to MAST high reproducibility, all the 
discharges within each scenario are almost identical: this has 
been exploited to measure the neutron emissivity profile, as 
discussed in section 3. Table 2 lists the discharges included 
in each scenario, with those in bold being modelled with the 
codes TRANSP/NUBEAM (see section 3.2) as representative 
discharges for each scenario.

3.  Fusion product diagnostics and TRANSP/
NUBEAM simulations

The two principal diagnostics for this study are a neutron 
camera (NC) and the charged fusion product detector array 
(CFPD). A detailed description of these two diagnostics can 
be found in [9, 10]. An overview of the plasma regions probed 
by the NC and the CFPD is shown in figure 2. The NC views 
the plasma along two collimated lines of sight on the equato-
rial plane through a thin stainless steel flange; two additional 
lines of sight look at the plasma 20 cm below the mid-plane. 
The NC sight-lines impact parameter p can be changed in 
between plasma discharges, thus allowing the measurement of 

the neutron emissivity covering the entire plasma region from 
the inboard to the outboard side. The NC detectors consist of 
liquid scintillators (EJ-301 type) coupled to photo-multipliers. 
Each detector is equipped with a 22Na source and connected 
to an LED source and both are used to correct for gain shifts 
in the PMT gain due to high count rates (CRs) and the stray 
magnetic field. The light output of the EJ-301 scintillator to 
incident γ-rays and neutrons has been provided by the detector 
manufacturer. The efficiency of the detectors to 2.45 MeV 
neutrons from the DD fusion reaction has been determined by 
a combination of MCNP simulations [11] and absolute cali-
bration of the acquisition energy threshold in an MeV electron 
equivalent using multiple standard γ-ray sources. The results 
of such simulations agree with similar Monte Carlo simula-
tions available in the literature validated by measurements 
of the efficiency to mono-energetic neutron beams [12–16]. 
The efficiency so determined for the NC detectors is ε = 13%. 
The attenuation of the neutron flux through the thin stainless 

Figure 1.  Time traces of the NBI heating signal (black) and of a Mirnov pick-up coil (red) for a representative plasma discharge for two 
scenarios: quiescent plasma (left panels), with reference to a perturbation-free time interval between 0.20 and 0.28 s; saw-teething plasma 
(right panels). The neutron rate predicted by TRANSP/NUBEAM is shown in the bottom panels.

Table 2.  List of plasma discharges used in this study. The 
representative plasma discharge for each scenario that has been 
modelled in TRANSP is in bold.

Scenario Pulse numbers

S1 29 904, 29 905, 29 906, 29 908, 29 909, 29 910
S2 29 222, 29 917, 29 924, 29 928, 29 929, 29 931
S3 29 975, 29 976, 29 980
S4 29 132, 29 181, 29 207, 29 208, 29 209, 29 210, 29 359
S5 27 932, 27 934, 27 935, 27 936, 27 938
S6 29 879, 29 880, 29 881, 29 882, 29 884, 29 885
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steel flange has also been estimated via MCNP simulations 
resulting in a transmission coefficient η = 0.904.

The CFPD consists of four silicon surface-barrier (SSB) 
diodes mounted inside a shielding case with collimated views 
of the plasma and shielded against light and x-ray radiation 
by a 0.8 μm thick aluminium foil. The active layer at 100 μm 
thick is designed to fully stop the 3 MeV protons while being 
insensitive to neutrons. The CFPD is mounted on a linear 
manipulator arm which provides limited radial scan capabili-
ties, from R  =  0.75 m to R  =  1.05 m, along the mid-plane. An 
example of the typical trajectories of the 3 MeV protons from 
the DD reaction reaching the detectors, calculated for the spe-
cific magnetic equilibrium reconstructed with EFIT [17], are 
shown in figure 2. Two out of the four channels in the CFPD 
are partly shadowed by one of the NBI dumps, as shown in 
figure  2: in this study, therefore, only results from the two 
channels not affected by the shadowing are presented. This 
non-optimal experimental set-up was due to the limited time 
available for the installation of the CFPD on MAST (only one 
port on the machine could be made available) and for carrying 
out these measurements before MAST went into shutdown. 
The efficiency of the CFPD for 3 MeV protons is approxi-
mately εSSB = 97%. The efficiency of SSB with the proper 
minimum depletion depth is in general accepted to be 100% 
for a properly working detector. Charged particle detection 
losses are mostly due to missed proton pulses due to either 
large electrical noise signals or pile-up events (for example, 
pulses that are less than approximately 400 ns apart and are 
therefore not identified as two individual pulses). In order to 
determine such an effect on the detection efficiency, artificial 
signals have been added to real data and analysed: the number 

of simulated event losses at the measured particle rate has then 
been used as a measure of the detection efficiency.

In addition to the NC and CFPD, MAST is equipped with 
an absolutely calibrated 235U FC used to monitor the global 
neutron yield Yn with a time resolution of 10 μs [18]. The cali-
bration of the FC was carried out once at the very beginning 
of the MAST operations and its calibration has been tracked 
through the years with a neutron activation system.

3.1.  Synthetic diagnostics

The NC and CFPD measure the CR with which neutrons 
and protons are detected. In order to compare the measured 
CRs with the theoretical predictions, synthetic diagnostics 
have been developed. The synthetic diagnostics combine 
the plasma equilibrium, the neutron emissivity εn(R, Z) on 
a poloidal cross-section calculated by TRANSP/NUBEAM 
with the geometry of the lines of sight and the detectors’ 
response function (including their efficiency) to provide the 
expected neutron and proton CRs. A detailed description of 
the NC synthetic diagnostic can be found in [19]. The pre-
dicted NC CR for a given impact parameter p, νn( p), is given 
by:

νn( p) = ηε
∑

i,j

εn(Ri,j, Zi,j)Ω( p; Ri,j, Zi,j)� (1)

where Ω( p; Ri,j, Zi,j) is the 2D mapping on the poloidal cross-
section of the 3D solid angle subtended by a volume element 
of the plasma multiplied by its volume for an NC detector 
viewing the plasma with tangency radius p. The summation 
is over all volume elements used in NUBEAM to estimate the 

Figure 2.  Overview of the sight-lines looking at the plasma core for the neutron camera (red and green solid lines) and for the charged 
fusion product detector (pale green, yellow, magenta and brown) on a poloidal cross-section (a) and on the equatorial plane (b), together 
with the slowed down fast ion density shown in (a) and the fast ion birth location from the neutral beam injection in (b). The location of the 
CFPD on the equatorial plane is indicated by the red square.
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neutron emissivity on a poloidal cross-section. The quantity 
Ω( p; Ri,j, Zi,j) is calculated with a Monte Carlo code which 
implements the full 3D geometry of MAST and of the NC. 
The code has been validated against analytical calculations 
and a good agreement has been found (relative difference 
less than 5%). It has already been observed in a previous 
work [19] that the profile shape of the NC CR as a function 
of the impact parameter νNC( p) was in good agreement with 
νn( p) but agreement on the absolute magnitude could only 
be achieved if the latter was multiplied by a constant scaling 
factor k ≈ 0.7, that is νNC( p) = kνn( p). A systematic valida-
tion of the neutron emissivity profile ε(R, Z) calculated by 
NUBEAM was then carried using the directional relativistic 
spectrum simulator (DRESS) code [20]. A good agreement 
was found between DRESS and NUBEAM neutron emissivi-
ties (relative difference less than 1%). DRESS can model the 
energy spectra of the products from fusion reactions involving 
two reactants with arbitrary velocity distributions employing 
fully relativistic kinematic equations to calculate the energy of 
the fusion products. The inputs for DRESS are the equilibrium 
magnetic field and the reacting fuel ion velocity distribution 
function, which in this validation was provided by NUBEAM 
itself.

The simulation of the CFPD CRs is based on the same 
TRANSP/NUBEAM simulations used for the NC. In this case, 
the proton emissivity εp(R, Z) is assumed to be equal to the 
neutron one, both in its spatial distribution and intensity and 
that protons do not undergo collisions between their birth and 
the detector. The probability for such a reaction along a path 
length of 400 m in a plasma density of 6 × 1019 m−3 has been 
estimated to be of the order of approximately 10−7. The spa-
tial distribution is identical since the fuel and fast ion spatial 
distribution is the same for both reaction channels. The inten-
sity of the neutron and proton emissivities can be assumed to 
be identical since the ratio of the thermal emissivity varies 
between 1.02 and 1.03 in the ion temperature range of interest 
(Ti < 1.0 keV) and the ratio of the beam-thermal cross-sec-
tions for the beam-target reactions D(d,n)3He and D(d,p)T 
varies between 0.97 and 0.98 for the fuel ion and NBI energies 
of the plasma scenarios here studied [21]. Interpolation over 
the RZ plane is carried out to estimate the proton emissivity 
εp(R, Z) along the proton trajectories which are backward 
calculated with a full orbit following code in the equilib-
rium magnetic field calculated via EFIT. The full-orbits are 
backtracked starting from the CFPD position until they inter-
sect the vessel walls, the coils and other obstacles: the path 
length of all simulated orbits has never exceeded 400 m in this 
analysis. For each detector–collimator pair, a large number of 
orbits are calculated (between 81 and 6) to take into account 
the non infinitesimal size of the field of view by dividing the 
collimator and detector areas in 3 × 3 or 5 × 5 arrays. The 
expected CFPD CRs νp are then given by the integration of the 
proton emissivity along each orbit as:

νp = εSSB

∑
i

Ai

∫

�i

εp [R(�), Z(�)] d�� (2)

where � is the position of the proton along its orbit, Ai is the 
phase space acceptance [22] for this bundle and the summa-
tion is carried out over all the orbit bundles.

3.2. TRANSP/NUBEAM simulations

The quality of TRANSP/NUBEAM simulation depends on 
two key factors: the quality of the input plasma parameters 
and the appropriate choice and combination of the different 
parameters that control how the simulation is carried out. 
The input plasma parameters in TRANSP/NUBEAM were 
calculated via the MC3 pre-processor which takes the input 
global plasma parameters from different MAST plasma diag
nostics, such as Thomson scattering for the electron density 
and temperature profiles, bremsstrahlung radiation emis-
sion diagnostic for the plasma effective charge, CXRS spec-
troscopic diagnostics for impurity rotation, the neutron rate 
from the FC, Hα edge measurements for the neutral density 
at the plasma boundary and Dα camera images for the plasma 
edge position, the plasma current and the NBI power, as well 
as all the data from the magnetic flux loops and pick coils 
necessary for the reconstruction of the plasma equilibrium 
and motional Stark effect measurements for constraining the 
internal magnetic field structure. The magnetic equilibrium is 
reconstructed in MC3 by EFIT by leaving the core pressure 
profile unconstrained to account for the fact that in MAST, 
the fast ion pressure is a significant contribution not measured 
by the Thomson scattering system which is only sensitive to 
thermal electron pressure. The experimental plasma global 
parameters, each with its own temporal and spatial resolu-
tion, are mapped by MC3 onto the EFIT equilibria on a single 
common time axis and interpolated on a single normalized 
radial coordinate. Profile regularization is used to reproduce, 
as realistically as possible, the plasma profiles by removing, 
for example, unphysical features such as spikes. The prepro-
cessor also takes care of preparing the NBI input files required 
by TRANSP/NUBEAM as well as setting up all the TRANSP/
NUBEAM modelling options. The files produced by MC3 are 
then edited to tweak the simulation, for example, by including 
the options controlling the anomalous fast ion diffusion coef-
ficient or to simulate variation in the plasma input profiles. 
One important option used in the TRANSP simulation is the 
use of its internal equilibrium solver (TEQ) constrained solely 
by the vacuum toroidal field, the plasma boundary from EFIT, 
the plasma current and an initial estimate of the q-profile form 
EFIT. The equilibrium thus calculated is then self-consistent in 
that internal power balance is used to calculate the total pres
sure (thermal plus kinetic). One limitation of this approach, 
and consequently of the simulations carried out here, is that, 
at present, TRANSP cannot properly model poloidal asym-
metries in the equilibria caused by toroidal flow, as discussed 
in [23] and [24]. Resolving or addressing such limitations 
is outside the scope of this paper. As for NUBEAM, several 
options are of importance for the calculation of the fast ion 
distribution and of the neutron emissivity: (i) the number 
of test particles used in the Monte Carlo simulation; (ii) the 
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anomalous fast in diffusion coefficient; (iii) the correction to 
the guiding-centre orbit calculations due to the finite Larmor 
radius; (iv) the FBs and sawtooth models; (v) toroidal field 
ripples, and (vi) the selection of several plasma state output 
files which contain the time averaged four-dimensional fast 
ion distribution (in R, Z, energy and pitch angle), the non-flux 
averaged neutron emissivity (in R, Z) and the magnetic field 
which is required for DRESS. A large number of Monte Carlo 
test particles is required to obtain high quality fast ion distri-
butions (with low statistical variance). The anomalous fast ion 
diffusion coefficient allows us to simulate the redistribution of 
fast ions. Toroidal field ripples can cause fast ion orbit losses. 
These are discussed in detail in the following sections. All the 
simulations used in this study have been carried out with the 
finite Larmor radius correction applied to the guiding-centre 
orbits calculated by NUBEAM: this is necessary due to the 
non-negligible Larmor radius of fast ions in MAST. Without 
this correction in place, the predicted neutron rate is higher 
than in the case when the correction is applied. The FBs and 
sawtooth models have been implemented only for scenarios S3 
and S6 respectively. The methodology used to simulate these 
scenarios, using the measurements from fast ion diagnostics 
as constraints, are detailed in [8, 19, 25] and [26]. All the fast 
ion distributions and neutron emissivities used in this study 
have been averaged over a period of 3 ms, which is a reason-
able compromise between good statistics and constant plasma 
conditions.

A standard output of TRANSP/NUBEAM is the total neu-
tron yield Yn which is usually compared with the one meas-
ured by an absolutely calibrated FC, YFC. On MAST, for 
quiescent scenarios, good agreement is found between the 
two if YFC is multiplied by 0.9—a correction factor which 
accounts for drifts in the FC since its absolute calibration. In 
the case of non-quiescent scenarios, Yn > YFC, an observation 
which is usually interpreted as a reduction in the fast ion con-
finement due to energetic particle modes. Agreement between 
the two is recovered in TRANSP/NUBEAM by introducing 
an anomalous fast ion diffusion coefficient Da to account for 
the redistribution of fast ions. The anomalous fast ion diffu-
sion coefficient can be specified by the user in the input file to 
have an energy, space and time dependency which is typically 
adjusted so that the predicted and measured neutron yields 
match. On MAST, good agreement can be obtained between 
the predicted and measured neutron yields using a Da which 
is constant in space and energy and varies only in time: typical 
values for Da range from 0 m2 s−1 for quiescent scenarios up 
to 3 m2 s−1 for non-quiescent scenarios.

The neutron emissivity used in equation (1) is calculated by 
NUBEAM as a non flux-surface averaged quantity in contrast 
to the standard output which is flux-surface averaged. In order 
for the neutron emissivity to be calculated with low statistical 
variance, each TRANSP/NUBEAM simulation discussed in 
this work has been carried out with a large number of Monte 
Carlo model particles (5 × 104) representing the NBI fast 
ions, resulting in long computational times. The implication 
of this will be discussed in further detail in section 4.2. As for 
the total neutron yield, good agreement between Yn and YFC 
is achieved, even when a low number of Monte Carlo model 

particles (103) is used in the TRANSP/NUBEAM modelling. 
For example, the standard deviation in the relative difference 
of Yn between simulations with 103 and 5 × 104 particles is 
approximately 0.025, but the required simulation time for the 
former is approximately 30 times shorter.

4.  Simulations versus observations: a systematic 
study

In this section, the evidence of a systematic discrepancy 
between the predicted and measured CRs for the fusion prod-
ucts is presented. Predicted 2.45 MeV neutron and 3 MeV 
proton CRs have been estimated from TRANSP/NUBEAM 
simulations with a large number of Monte Carlo particles at 
selected times during the plasma discharge for all representa-
tive pulses listed in table 2. The neutron emissivity at these 
selected times is the average over a 3 ms time interval for the 
NC and between 5 and 20 ms for the CFPD. The quiescent 
scenarios, discussed in section 4.1, are characterized by little 
or no fast ion redistribution and therefore have been simulated 
setting Da = 0 m2 s−1. The fusion product discrepancy was 
also found in a wider range of plasma scenarios characterized 
by non-quiescent MHD activity. These scenarios were simu-
lated first with no anomalous fast ion diffusion and then by 
adjusting Da to match the neutron yield measured by the FC, 
as discussed in detail in section 4.2.

4.1.  Quiescent MHD scenarios

Figure 3 shows two typical examples of the discrepancy 
observed between predicted neutron CRs νn and those 
measured by the neutron camera, νNC. The profile νNC( p) 
is obtained by combining all the plasma discharges for 
each scenario while the predicted profile νn( p) is based on 
the TRANSP/NUBEAM modelling of plasma discharges 
#29 904 and #29 880. The results presented in figure 3 high-
light the fact that TRANSP/NUBEAM simulations are able to 
correctly reproduce the shape of the neutron camera CR pro-
file but not its amplitude. Good agreement between the pre-
dicted and measured CRs is achieved if νn is multiplied by a 
factor k̄ = 0.67 ± 0.02 for S1 and k̄ = 0.65 ± 0.02 for S2. The 
quantity ̄k is the average of the ratios k( pi) = νNC( pi)/νn( pi), 
while the quoted uncertainty, in this and all the following sec-
tions, is the standard deviation of the mean. This discrepancy 
cannot be explained, even when taking into account the uncer-
tainties in the input parameters to TRANSP/NUBEAM. The 
plasma parameters that affect the neutron emissivity are the 
electron temperature Te and the effective charge Zeff while 
the electron density ne and the ion temperature Ti have a 
negligible effect [19]. When a relative uncertainty of 10% is 
included in both Te and Zeff (typical values on MAST) the dis-
crepancy between νNC and νn is still larger than the error bars 
for both scenarios, as shown in figure 3 by the dashed lines. 
In order to match νn to νNC, it would be necessary to either 
double the value of the core Zeff (from 1.5 to 3.1) or reduce the 
electron temperature by approximately 26%. In both cases, 
these are variations much larger than those that are deemed 
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acceptable given their uncertainties: the relative uncertainty of 
the electron temperature has been determined to be less than 
5% [27] and less than 30% for Zeff [28]. Additional TRANSP/
NUBEAM simulations have been performed where the NBI 
energy and densities were changed. In such a case, in order 
to reproduce the experimental results, the NBI energy should 
be reduced from 60 to 52.5 keV or the beam density by 35%. 
These large variations are also beyond their accepted uncer-
tainties and are therefore not credible [29]. As a final comment 
on the neutron CRs, it is worth nothing that the predicted CRs 
are based only on the contribution of uncollided neutrons, 

that is neutrons that are emitted from the plasma and reach 
the detector without making any collision. A fraction of the 
measured CRs, however, is due to collided neutrons since the 
detectors cannot discriminate between uncollided and collided 
neutrons. The fraction of scattered neutrons has been esti-
mated to be less than 10% for impact parameters p � 1.1 m  
[9]. As a result, the actual ratio k̄ would be reduced by a 
similar amount giving k ≈ 0.59, indicating an even larger dis-
crepancy between the experiment and model. A similar dis-
crepancy is observed for the CFPD CRs of the 3 MeV protons 
νPD, as shown in figure 4. The profile of the ratio νPD/νp is 

Figure 3.  Comparison between measured (solid circles) and predicted (continuous lines) neutron camera CRs for scenario S1 and S6 in (a) 
and (b) respectively in selected time intervals. Predicted CRs νn (solid blue line) are shown with their uncertainties (dashed blue lines) and 
multiplied by the scaling factor k (red lines): in this case, k̄ = 0.665 (a) and k̄ = 0.645 (b). The open circles indicate the experimental data 
belonging to the reference pulses, #29 904 and #29 880 respectively.

Figure 4.  Ratios between the charged fusion product detector CRs of the proton emission νPD measured by two channels to those predicted 
by TRANSP νn for four plasma discharges of scenario S1 for t ≈ 0.21, 0.22, 0.24 and 0.26 s in (a) and for five plasma discharges of 
scenario S6 in (b) for t ≈ 0.25 s, before a sawtooth crash. The horizontal bars indicate the range of mid-plane radii covered by each CFPD 
detector channel.
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shown for selected time intervals for both S1 and S6: in this 
case, we observe k̄ = 0.72 ± 0.02 and k̄ = 0.57 ± 0.01. It is 
worth mentioning that in the case of S6, the deficits in νNC and 
νPD are not affected by the sawtooth crashes, i.e. the deficit 
is approximately the same as that indicated when measured 
before, and a few ms after, each sawtooth crash (the neutron 
rate is averaged in 3 ms time intervals, while the proton rate is 
averaged in 5 ms time intervals).

Finally, figure  5 shows the scaling between TRANSP/
NUBEAM predictions and measured CRs for each pulse, time 
and impact parameter (for the NC) and radial position (for 
the CFPD). As can be seen, most of the experimental meas-
urements are characterized by a deficit between 0% and 50% 
with an average value of k = 0.64 ± 0.02 and 0.62 ± 0.09 for 
the NC and the CFPD respectively. A few NC data points for 
scenario S1 fall on the 100% line: these data points all come 
from measurements at large impact parameter p � 1.1 m. The 
reason for this deviation from the overall trend is not clear but 
it might be due to the peculiarity of this scenario since such 
deviations are not observed in all other scenarios for similar 
impact parameters.

4.2.  Non-quiescent scenarios

A comparison between the predicted and measured CRs νn 
and νNC is carried out firstly by setting Da = 0 m2 s−1, even if 
fast ion redistribution and the associated reduction in the neu-
tron emissivity is expected. The rationale for this is to see by 
how much the TAEs, FBs and LLMs affect the scaling factor 
k, thus providing an estimate of the redistribution of fast ions 
based only on the neutron camera measurements. An example 
of this comparison is shown in figures 6(a) and (b) for sce-
narios S3 and S4 respectively. For the time intervals indicated, 
the scaling factor is k̄a = 0.47 and k̄a = 0.39 respectively, 

where the index ‘a’ indicates that this scaling factor applies in 
the presence of anomalous fast ion redistribution; as expected, 
we observe that k > ka. Note that in these scenarios too, the 
simulated CR profile well matches the shape of the exper
imentally measured one. The dependency of k̄a on the MHD 
activity is shown in figures 6(c) and (d) where the evolution 
in time of the RMS of the signal of a Mirnov pick-up coil is 
plotted together with k̄a(t) for the corresponding scenarios. In 
the case of S3, initially k̄a ≈ 0.4 when strong MHD activity 
is present, first in the form of TAEs (from 0.1–0.17 s), fol-
lowed by FBs (from 0.17–0.24 s) which are followed by the 
LLM up to 0.3 s. For t  >  0.3 s, the perturbation is reduced 
in amplitude and, correspondingly, the scaling factor k̄a tends 
towards the values of k observed for quiescent scenarios, i.e. 
k̄a ≈ 0.65. In the S4 case instead, as the MHD activity persists 
throughout the entire pulse, ka remains suppressed at a level of 
approximately 0.4. When the scaling factor ka is evaluated for 
individual impact parameters, times and plasma discharges, 
the effect of the fast ion redistribution results in a discrepancy 
between 50% and 70% with a different scaling than the one 
for the quiescent scenarios.

The neutron emission for the representative plasma dis-
charges for scenarios S2–S5 was then recalculated introducing 
a non-zero, time dependent, anomalous diffusion coefficient 
in the TRANSP/NUBEAM simulations. For S3 and S5, the FB 
loss model present in NUBEAM was also used in order to 
correctly reproduce the sharp drops in the neutron yield at the 
onset and during the chirping down phase of these instabilities. 
The level and time dependence of the anomalous diffusion was 
obtained by adjusting Da so that Yn(t) � 0.9 × YFC(t) rather 
than trying to match νn( p, t) with νNC( p, t). This was done for 
two reasons. The first is due to the fact that a manual itera-
tive approach was used to adjust Da: an agreement between 
the measured and predicted neutron yield could be achieved 

Figure 5.  Comparison between TRANSP predicted and measured CRs by the neutron camera (a) and the charged fusion product detectors 
(b) for scenarios S1 and S6. TRANSP predictions with no anomalous fast ion diffusion coefficient. Each experimental data point represents 
the ratio between individual NC/CFPD channels and the TRANSP predicted CRs for selected times during the plasma discharge. The labels 
‘pre’ and ‘post’ refer to the time intervals before and after a sawtooth crash.

Nucl. Fusion 59 (2019) 016006



M. Cecconello et al

9

fairly quickly as the number of Monte Carlo particles required 
is quite small. The second and most important motivation is 
that matching νn( p, t) with νNC( p, t) would have required 
Da values uncommonly higher than those observed in NSTX 
(1–2 m2 s−1) [30, 31] and ASDEX-U (about 1 m2 s−1) [32] 
in the presence of similar MHD activity. Good agreement 
between Yn and YFC is obtained with Da varying between 0 and 
2.8 m2 s−1. With the condition Yn(t) � 0.9 × YFC(t) achieved, 
new simulations were carried out with large numbers of 
Monte Carlo particles and the non-flux averaged neutron 
emissivity was calculated at selected times. Figures 7(a)–(d) 
show the comparison between the recalculated νn and νNC for 
selected times for scenarios S2–S5. As can be seen, in all four 
cases the CR profiles agree both in shape and amplitude with 
a scaling factor k̄ ranging from 0.58–0.68 that is very similar 
to the one in the quiescent scenarios. The case of scenario S5 
is of particular interest because it confirms that this discrep-
ancy has been present at the same level well before the plasma 
discharges for the other scenarios were carried out. The same 
high statistic simulation used for the neutron measurement 
analysis for scenario S2 was then used to calculate the ratio 

νPD/νp which is shown in figure 7(e), resulting in an average 
scaling factor of k = 0.71 ± 0.01, thus confirming the pres-
ence of a deficit in both channels of the DD fusion reaction. 
In conclusion, the deficit between the predicted and observed 
CRs is consistently between 0% and 50% for both fusion prod-
ucts alike (neutrons and protons) for all different scenarios 
with and without fast ion redistribution. These observations 
are summarized in table 3 and in figure 8 for both quiescent 
and non-quiescent scenarios (when the anomalous fast ion dif-
fusion is included in the TRANSP/NUBEAM modelling).

4.3.  Regression analysis

The analysis in the previous sections is based on the ratio of 
two random normal variables which might not be normally 
distributed. For this reason, the scaling factor k has also been 
calculated by a weighted least square (WLS) regression using, 
as a model function, y  =  kx where y is the measured CR for 
the NC and CFPD and x is the TRANSP predicted one. The 
weights in y come from the experimental uncertainty in the 
CRs, while the independent variable x is assumed to have no 

Figure 6.  Comparison between measured (solid circles) and predicted (continuous lines) neutron camera CRs for scenario S3 and S4 in (a) 
and (b) respectively. The open circles indicate the experimental data belonging to the reference pulses, #29 976 and #29 210 respectively. 
Predicted CRs νn (solid blue line) are shown with their uncertainties (dashed blue lines) and multiplied by the averaged anomalous scaling 
factor k̄a (red lines): k̄a = 0.466 (a) and k̄a = 0.389 (b). The time evolution of the RMS of the Mirnov coil signals is shown in (c) (black line 
for #29 976 and in magenta for pulse #29 904 of scenario S1) and (d) for scenario S4 (#29 210) respectively. (e) and ( f ) The corresponding 
evolution of the averaged anomalous scaling factor k̄a. The vertical dashed lines indicate the times of the CR profiles shown in (a) and (b).
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uncertainty. The results of the WLS regression for all the series 
combined are shown in figures 9(a) and (c) and in table 4 for 
each scenario, together with the corresponding coefficient of 
determination R2. The scaling factors for the NC and CFPD 
estimated by WLS regression by combining the data from 
all the series are kNC = 0.643 ± 0.002 with R2  =  0.952 and 
kPD = 0.665 ± 0.002 with R2  =  0.812 respectively. As for the 
individual series, the results in tables 3 and 4 are comparable 
within a few percent. A negative coefficient of determination 
for the CFPD in scenarios S1 and S6 is to be expected in cases 
where the linear regression is without a constant term, as done 
here (zero CRs are expected for zero predicted ones) and when 
the data weakly scale with each other. It is worth pointing out 
that a small or negative R2 indicates simply that the regres-
sion in such cases is no better than a fit with a constant term 
independent of x. This can indeed be seen in figure 5(b) where 

νPD scales very weakly with νp in the case of scenario S6 after 
the sawtooth crash. Nevertheless, even in such cases, the esti-
mated regression parameter is an appropriate description of 
the deviation from the predicted CRs.

A closer inspection of figures 9(b) and (d) reveals that the 
NC measurements are affected by a small amount of heter-
oskedasticity while the CFPD is less affected. Although het-
eroskedasticity does not affect the estimate of the scaling 
factor from the WLS regression (which still remains an 
unbiased estimator), the estimate of the variance in k (and 
therefore the uncertainties δk) is biased and might not be 
accurately estimated. To address this issue, WLS regression 
has been applied to the log-transformed measured and pre-
dicted CRs of all series combined. In such a case, the scaling 
factors obtained are kNC = 0.46 ± 0.03 with R2  =  0.960 and 
kPD = 0.61 ± 0.05 with R2  =  0.692 respectively, indicating 
that uncertainty δk is a factor 10 larger than those predicted 
by WLS. The reason for obtaining a smaller kNC is that log-
transformed data have larger uncertainties for low CRs: in 
fact, an ordinary LS regression gives kNC = 0.59 ± 0.08 with 
R2  =  0.960.

In conclusion, therefore, the scaling factor for both the NC 
and the CFPD is approximately k = 0.6 ± 0.1.

5.  Discussion

The observed CRs for the NC and the CFPD are difficult to 
reconcile with the measurement of the total neutron yield from 
the FC, even in the simplest quiescent scenarios. Since the 
same TRANSP/NUBEAM simulation is used to estimate νn, 

Figure 7.  (a)–(d) Comparison between measured (solid circles) and predicted (continuous lines) neutron camera CRs for scenarios S2–S5; 
predicted CRs νn (solid blue line) are shown with their uncertainties (dashed blue lines) and multiplied by the averaged scaling factor k̄ 
(red lines). The open circles indicate the experimental data belonging to the reference pulses, #29 924, #27 938, #29 976 and #29 210 
respectively. (e) Ratios between the CFPD CRs νPD measured by two channels to those predicted by TRANSP νp for the plasma discharges 
of scenario S2.

Table 3.  Best estimate of the scaling factor for each scenario from 
neutron camera data (kNC) and the CFPD (kPD). The labels ‘pre’ and 
‘post’ refer to the time intervals before and after a sawtooth crash. 
The horizontal dash ‘—’ indicates that CFPD measurements are not 
available.

Scenario kNC kPD

S1 0.69 ± 0.01 0.72 ± 0.02
S2 0.70 ± 0.01 0.71 ± 0.01
S3 0.59 ± 0.01 —
S4 0.68 ± 0.01 —
S5 0.64 ± 0.01 —
S6 (pre) 0.63 ± 0.01 0.57 ± 0.01
S6 (post) 0.64 ± 0.01 0.56 ± 0.02
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νp and Yn, it is difficult to understand how the situation in which 
Yn = 0.9YFC and simultaneously νNC/νn ≈ νPD/νp ≈ 0.6 can 
arise. One possibility is that both the NC and CFPD effi-
ciencies are wrongly estimated in such a way that results in 
a similar ratio between the predictions and measurements. 

Considering that the NC and CFPD are two totally indepen-
dent diagnostics, relying on completely different physical 
principles, this seems implausible although it cannot be ruled 
out. An alternative explanation could be that the neutron emis-
sivity used as the starting point for estimating the expected 

Figure 8.  Comparison between TRANSP predicted and measured CRs by the neutron camera (left panel) and the charged fusion product 
detector (right panel). For scenarios S2–S5 characterised by strong TAE, FB and LLM activity, TRANSP predictions have been carried out 
by adjusting the anomalous fast ion diffusion coefficient Da to match the FC measurements. Each data point represents the ratio between 
individual NC channels and the TRANSP predicted CRs for selected times during the plasma discharge. The labels ‘pre’ and ‘post’ refer to 
the time intervals before and after a sawtooth crash.

Figure 9.  WLS regression between TRANSP predicted and measured CRs for the neutron camera (a) and the charged fusion product 
detector (c) for all series combined. The corresponding normalized residuals are shown in (b) and (d) respectively.
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CRs for both the NC and CFPD is incorrect. However, as 
discussed in section 3.2, the neutron emissivity calculated by 
TRANSP/NUBEAM agrees very well with the one calculated 
by DRESS, starting from the same underlying fast ion distri-
bution function. In addition, if the neutron emissivity was to 
be wrong, then it would be impossible for the FC to match the 
TRANSP/NUBEAM predictions for the total neutron yield.

An entirely different explanation for the disagreement 
between FC and the fusion product measurements is to assume 
that the original calibration of the FC and its subsequent 
tracking via activation foils has become unreliable. A close 
scrutiny of the absolute calibration described in [18] identified 
a few issues that might contribute to this. The first is the lack 
of the absolute calibration of the 252Cf source which, as stated 
by the authors of the calibration study, has been calibrated 
only once 20 years before using a method known to be accu-
rate to about 2%. The calibration of the FC on MAST was then 
performed, correcting for the decay of the source using the 
published half-life of the isotope and assuming the same 2% 
uncertainty in the result as obtained for the original calibra-
tion. It is noted that a single point calibration of a 252Cf source 
is not sufficient to determine its isotopic composition and, 
therefore, the proportion of the isotope 250Cf was not known at 
the time of the original source calibration. An isotopic compo-
sition different to that assumed might alter the strength of the 
neutron source, especially as it ages [33], thus representing 
an additional, unquantified uncertainty in source strength. A 
second source of uncertainty in the FC calibration concerns 
the relative simplicity of the MCNP model used to translate 
the 252Cf neutron emission to the counts on the FC. The acc
uracy of the MCNP calculation depends on the detail of the 
model and the time available for running the code. The model 
used omitted some details, such as the wooden floor around 
the top of the machine and vessel ports and coil supports, 
leading to an estimate of the error in the MCNP calculation of 
8% arising from the combination of the model setup and the 
Monte-Carlo statistics. When comparing the MCNP results to 
the 252Cf measurements, the counts predicted were larger than 
those observed in the FC by a factor of between 24 and 33 
with the difference in the scaling factors being dependent on 
the toroidal position of the 252Cf source. The magnitude of the 
scaling factors was ascribed to a high acquisition threshold in 
the electronics attached to the FC and could therefore be nor-
malised using an average factor of 27. However, the position-
dependent variation in the scaling factors (in the range  ±17%) 

does not appear to be fully explained by the aforementioned 
contributions to the total uncertainties in the measurements 
and modelling. It is also recognised that significant changes 
to MAST have occurred since this original calibration, most 
notably the installation of the divertor structure that has most 
likely altered the neutron field. Finally, the cross-calibration 
with the activation foil is only indicative as the neutron flux 
on and the activation of the indium foil were not simulated 
in MCNP. It is also recognised that one of the principal pur-
poses of the FC measurement is to track the total neutron dose 
in the shielded machine area for safety purposes, particularly 
tracking the activation of machine components to ensure 
this is below the allowed limits. The total neutron dose was 
assessed after each experimental campaign and, in each case, 
it was found that the dose measured by the FC was higher than 
that averaged between 12 CR39 neutron monitor badges in the 
shielded area. It was concluded that, although the FC meas-
urement did not agree with the badge measurements, opera-
tions could safely continue without requiring a re-calibration 
of the FC. The absolute calibration of an FC on a tokamak 
is a very complicated endeavour, as the recent calibration in 
JET has highlighted [2]. The points above suggest additional 
sources of uncertainty in the MAST FC absolute calibration.

Unfortunately, even leaving aside the comparison with the 
FC measurements, the experimental observations presented 
in this work indicate that one or multiple systematic error(s) 
are present in either the NC and CFPD diagnostics or in the 
TRANSP/NUBEAM inputs and modelling. In section 4.1, it 
was shown that it is possible to remove the discrepancy by 
changing, one at a time, the plasma parameters that affect 
the neutron emissivity, such as the effective charge, the elec-
tron temperature, the NBI energy and density. However, the 
required changes are much larger than the accepted uncertain-
ties in these quantities which are therefore discounted as the 
source of the observed discrepancy. Even envisaging a situa-
tion in which Zeff, Te, ENBI  and nNBI are changed simultane-
ously within their experimental uncertainty and in the right 
direction so that predicted and measured CRs agree would not 
be sufficient to resolve the observed discrepancy. In particular, 
the NBI energy has been confirmed by measurements of the 
Doppler shift of the fast ion D-α (FIDA) emission. In fact, a 
detailed review of the NBI power and species fraction cali-
bration was carried out in the same period as the plasma dis-
charges studied here. The NBI calibration included in-vessel 
spectroscopic measurements using specific beam-into-gas 

Table 4.  Estimate of the scaling factor for each scenario from neutron camera data (kNC) and the CFPD (kPD) using WLS regression. 
The labels ‘pre’ and ‘post’ refer to the time intervals before and after a sawtooth crash. The horizontal dash ‘—’ indicates that CFPD 
measurements are not available.

Scenario kNC R2 kPD R2

S1 0.670 ± 0.004 0.824 0.682 ± 0.003 −0.270
S2 0.672 ± 0.005 0.885 0.701 ± 0.002 0.780
S3 0.653 ± 0.004 0.856 — —
S4 0.663 ± 0.004 0.941 — —
S5 0.587 ± 0.005 0.882 — —
S6 (pre) 0.632 ± 0.007 0.954 0.550 ± 0.005 0.279
S6 (post) 0.571 ± 0.007 0.709 0.527 ± 0.006 −1.227
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plasma discharges to determine the NBI species fractions and 
injection energy. The NBI power was measured internally in 
the beamlines using the water-flow calorimetry method using 
data from the in situ beamline calorimeters. Losses due to 
beam scraping and to re-ionisation in the beamline were esti-
mated using simulation codes which have proved highly reli-
able in extensive testing and use over many years on the JET 
NBI test-bed. Since fusion reactions are primarily produced 
in beam–target interactions by the NBI full-energy comp
onent, the full-energy component would need to be reduced 
by an amount similar in magnitude to the observed neutron 
discrepancy to match TRANSP/NUBEAM predictions with 
the experimental observations, which is not credible. In addi-
tion, given the accuracy of the spectroscopic measurements 
carried out in determining the species fractions, any contrib
ution to the observed discrepancy from these uncertainties in 
the NBI mixing fractions is considered to be small. Regarding 
the absolute intensity of the FIDA signal, related to the NBI 
intensity, some uncertainties remain which will require further 
investigation: these will be addressed in a future work. In par
ticular, the role of the halo neutrals during NBI heating has a 
significant impact on the intensity of both FIDA and NPA sig-
nals [34] and was not included in the original FIDA/FIDAsim 
benchmarking [29]. The stored plasma kinetic energy W is an 
additional plasma parameter that is typically used to check the 
quality of TRANSP/NUBEAM simulations. On MAST, W is 
strongly dependent on the NBI heating which contributes to 
approximately 35% of its total value [35] and therefore can 
provide an additional check on the calculated neutron emis-
sivity. Unfortunately on MAST, the diamagnetic loop that is 
typically used to measured the stored energy was not available 
for the plasma discharges used in this study.

Losses of fast ions due to charge-exchange processes have 
been investigated in TRANSP/NUBEAM by modifying both 
the edge neutral deuterium flux and the external neutral deu-
terium density n0,ext. In both cases, these quantities have been 
increased by one order of magnitude with respect to their ref-
erence values and no significant difference in the neutron yield 
was observed. For example, on MAST, a fast pressure gauge 
provides an indication of the neutral molecular deuterium 
density which, for the plasma scenarios studied here, varied in 
the range 1 × 1018–1 × 1019 m−3 depending on the level of gas 
puff, but no change in the neutron yield was observed when 
setting n0,ext = 1 × 1020 m−3. It is possible that even higher 
values of n0,ext might result in a reduction in Yn, but such a 
high density for the neutral D gas is unlikely, especially near 
the last closed flux surface where most of the charge exchange 
processes between confined fast ions and neutral atoms and 
molecules would occur. For example, in NSTX, the atomic 
and molecular deuterium density have been estimated to be 
less than 1 × 1017 and 1 × 1018 m−3 with both approaching the 
atomic density level close to the plasma boundary [36]. On 
START, a very high neutral density was estimated (approxi-
mately 1 × 1019 m−3) and was considered as a consequence of 
the very small ratio between the plasma and the vessel volume 
(about 7%) [37]; for comparison, the same ratio for NSTX is 
approximately 50% and about 20% on MAST.

The role of toroidal field ripples (TFRs) on the loss of fast 
ions in MAST is briefly reviewed here. In an initial study, 
in which a full orbit particle tracking code was used, it was 
found that TFRs have a negligible impact on fast ion con-
finement [38]. However, in a more recent study specifically 
devoted to the neutron emission modelling along a fast ion 
trajectory using a non-steady state full orbit following code, 
it was suggested that TFRs have a significant role in reducing 
the confinement of fast ions [6, 7]. In particular, this study 
suggests a possible explanation for the discrepancy between 
measured and TRANSP/NUBEAM predicted neutron CRs. In 
NUBEAM fast ions, orbits are calculated using the guiding-
centre approximation combined with a finite Larmor radius 
correction algorithm to account for the significant size of the 
Larmor radii of fast ions in MAST compared with the plasma 
volume and the scale of the spatial gradients of the plasma 
profiles. Even with this finite Larmor radius correction in 
place, however, the DD fusion reactivity is larger than that 
calculated when a full orbit following code is used instead  
[6, 7]. The reason for this is that the size of the fast ion orbits is 
not negligible compared to the variation in the thermal deute-
rium density profile. According to this work, the reduction in 
the neutron yield between the guiding-centre (NUBEAM) and 
full orbit estimates is approximately 30%, giving a ratio of 
approximately 0.7 not far from the discrepancy here reported. 
These findings are also supported by an initial comparison 
between the fast ion density profile and NBI power deposition 
in MAST calculated with TRANSP/NUBEAM and ASCOT 
[39]. ASCOT [40] can evaluate the fast ion trajectories in both 
guiding-centre and full-orbit modes. In this study, it was found 
that in plasma discharges with little MHD activity, for which 
Da was used (#26 887), the fast ion density and NBI power 
deposition profiles were quite similar when ASCOT was oper-
ated in guiding-centre mode. However, when ASCOT was run 
in full-orbit mode, the fast ion density profile was approxi-
mately 50% of the one predicted by TRANSP/NUBEAM. 
Note that, in this comparison, the same plasma profiles were 
used in both TRANSP/NUBEAM, while the magnetic equi-
libria were calculated internally by both codes and were 
slightly different.

An additional possible source of fast ion redistribution (in 
addition to classical collisions), which could be present even 
in a quiescent scenario, and that is not directly modelled in 
TRANSP, might be fast ion transport driven by micro-tur-
bulence. However, this should not play a major role in STs 
since the fast ion large Larmor radius would cancel out the 
effect of micro-turbulence. Even in a case where turbulence 
causes transport, as observed in the DIII-D tokamak [41], it 
should affect the low energy fast ions in the ENBI/Ti,e � 10 
range and at a large minor radius, while our observations indi-
cate that, in particular, the most energetic fast ions (for which 
ENBI/Ti,e � 10) are redistributed across the entire radial pro-
file. Even in such cases, the fast ion transport driven by turbu-
lence is much smaller than the Alfvénic transport [42]. As far 
as the authors are aware, no observation of micro-turbulence 
driven fast ion redistribution has been reported in STs. As a 
result, it seems implausible that micro-turbulence might be 
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responsible for the observed large discrepancy reported in 
MHD quiescent scenarios.

6.  Conclusions

Neutrons and protons in MAST NBI heated plasmas are pro-
duced mainly by beam-thermal reactions (≈90%) and, to a 
lesser extent, by beam–beam reactions (≈10%) with a neg-
ligible contribution from thermal fuel reactions. The fusion 
product deficit reported in this work is independent of the 
MAST plasma scenario and approximately of the order of 
40%. This discrepancy cannot be explained by the uncertain-
ties in the input data to TRANSP/NUBEAM codes unless a 
large systematic error in one or more such parameters has 
so far gone undetected. This seems rather unlikely as MAST 
diagnostics and NBI systems have been well calibrated and 
validated. The only exception is the FC, whose absolute cali-
bration might have changed over time, leading to a coinci-
dental agreement with TRANSP/NUBEAM predictions of the 
total neutron rate. It might still be the case that systematic 
errors are present both in the NC and CFPD, but the fact that 
two independent diagnostics observe a similar deficit in the 
fusion products from two different channels of the DD reaction 
makes this quite unlikely. The fact that both the NC and CFPD 
synthetic diagnostics use the same neutron emissivity profile 
to estimate the predicted CRs hints at the possibility of its sys-
tematic overestimation by TRANSP/NUBEAM. However, the 
neutron emissivity profile calculated by TRANSP/NUBEAM 
and by DRESS agree within 1%, suggesting that the actual 
quantity that is overestimated is the fast ion density. On the 
other hand, FIDA diagnostic measurements of the total fast 
ion density in MAST agree with TRANSP/NUBEAM esti-
mates [29]. However, uncertainties in the absolute calibration 
of the FIDA diagnostic cannot rule out that this agreement is 
fortuitous, especially considering the lack of proper model-
ling in TRANSP/NUBEAM of the role of the halo neutrals. 
Assuming that the NC and CFPD measurements are correct, 
one possible source of the discrepancy that we have identi-
fied in this work is the guiding centre approximation used in 
NUBEAM that was shown to lead to an overestimation of the 
fast ion density profile [39] and the local neutron emissivity 
compared to the one calculated by a full orbit following code 
[6]. This effect is very important in spherical tokamaks due to 
the large Larmor radius of fast ion orbits compared with the 
plasma dimensions and the thermal fuel density profile gradi-
ents. Instead, on conventional tokamaks with much stronger 
magnetic fields, the guiding centre approximation might be 
sufficiently good for neutron rate predictions and measure-
ments to agree, although a careful choice of the effective 
charge is required [43]. This might explain why, on MAST, the 
fusion product deficit is scenario independent, contrary to that 
observed on JET where other factors might be at play. Further 
work is needed to better understand and explain the discrep-
ancy between not only fusion product predictions and mea-
surements but also between the NC and CFPD observations 
with those of the FC and FIDA diagnostics. In this respect, a 
collaboration has been established with the Princeton Plasma 

Physics Laboratory to undertake more extensive validation 
and verification of the TRANSP/NUBEAM codes, in par
ticular, regarding the impact on the fusion reaction rates of 
the equilibrium solver (which at times can produce unphysical 
q-profiles), of the spatial mapping of the experimental pro-
files (usually given as a function of normalized radius rather 
than actual major radius) and on the role of halo neutrals [34] 
on the fusion reaction rates. In addition, the modelling of the 
fusion product diagnostics using full orbit following codes, 
such as ASCOT and LOCUST-GPU [44], would help to settle 
the issue: this will be the subject of a follow-up investigation.
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