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Abstract
Molybdenum is a potential material for future nuclear fusion experiments and power plants. It
has good thermo-mechanical properties and can be readily fabricated, making it attractive as an
alternative material to tungsten (the current leading candidate) for high neutron flux and high
thermal load regions of fusion devices. Unfortunately, exposure to fusion neutrons is predicted
to cause significant radioactivity in elemental Mo for decades and centuries after exposure,
which would be a problem during maintenance and decommissioning operations. Simulation
predictions indicate that Mo activation could be reduced by isotopic adjustment (biasing). If
these predictions are proven and validated, and if isotopic adjustment is technically and
economically feasible, then Mo could be used in future demonstration and commercial reactors
without significantly increasing the amount of long-term, higher-level radioactive waste.

Transmutation (inventory) simulations used to predict activation rely on nuclear reaction
data. The quality of these data impact on the confidence and uncertainty associated with
predictions. Recently, UKAEA has developed benchmarks to test and validate the FISPACT-II
inventory code and the input nuclear data libraries. Verification of molybdenum inventory
simulations is performed against experimental decay-heat measurements from JAEA’s fusion
neutron source (FNS) facility and using new data acquired from γ-spectroscopy measurements
of Mo irradiated in the ASP 14 MeV facility in the UK.

Results demonstrate that FISPACT-II predictions (with TENDL-2019 nuclear data) for Mo
are accurate on the short-timescales (minutes, hours of irradiation and minutes, days, weeks of
cooling) of these laboratory experiments. However, these kinds of experiments are limited in
their coverage of the important radionuclides for decay radiation from Mo on the years, decades
and beyond timescales. Further experiments with fusion relevant conditions and timescales,
potentially with alternative measurement techniques, are still needed.

Keywords: molybdenum, experimental validation, nuclear reactions, isotopic tailoring, inventory
simulations, activation, radioactive waste
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1. Introduction: molybdenum as a fusion material

Molybdenum (Mo) is often proposed as an alternative
material for the high neutron flux and high thermal load
regions—the plasma-facing components (PFCs)—of nuclear
fusion devices [1, 2]. While tungsten (W) is the main
candidate [3, 4], difficulties with fabrication and issues
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surrounding irradiation-induced embrittlement [3] lead to
continued interest in alternatives, such as Mo. Mo exhibits
similarly low sputtering yields [1] and equivalent thermal-
mechanical properties to W (including similar thermal
conductivity—around 140 and 170 W m−1 K−1 for Mo and
W, respectively), while being potentially easier to fabricate (at
room temperature) into fusion components [5, 6].

Aside from a straight replacement for W, Mo has also been
used as an interlayer betweenWand base carbon tiles in JET as
part of the ITER-like wall project [7, 8] because it has a good
match with the thermal expansion coefficients of both W and
C [6]. Mo and its alloys, particularly with rhenium (Re), also
have a high strength and resistance to radiation swelling [9],
and were once widely considered for the heat-sink of early
divertor concepts for ITER (for example, see [9, 10]).

The PFC applications are more likely for Mo because less
material would be required (compared to, for example, in the
divertor heat-sink) and these are the regions where the use of
pure W is currently envisaged. Unfortunately, these are also
the regions where the neutron exposure is most severe, which
is a problem forMo because of its induced radioactivity (and γ
dose [2]) under neutron irradiation. In particular, the activation
is long-lived and high enough to present a barrier to the use
of Mo (in its natural abundance isotopic form) in fusion due
to the high-costs associated with disposal of fusion waste, the
additional challenges in remote maintenance and recycling of
highly activated components, and the public acceptability of
long-lived radioactive waste.

1.1. Activation in EU-DEMO

For tungsten, the predicted radiological response is not too
severe at long decay times (decades and beyond), although
impurities introduced during the manufacture of industrial
W, such as cobalt (Co) and potassium (K) at concentra-
tions of around 0.001 weight % [11], could create a waste
problem [12]. At short times (weeks, months, or even sev-
eral years), W-based components of a fusion reactor (par-
ticularly the divertor) will require active cooling even after
operation as significant residual decay heat will be generated
by β-emitting radionuclides: 185W (T1/2≈ 75 days) and 187W
(~ 24 hours) [11, 13].

Short-term activity is less of an issue for Mo; decay-heat
and activity from Mo is predicted to be lower than in W after
a typical fusion first wall exposure and around two-orders
of magnitude lower after a year [14], which is confirmed
by the calculations below (see figure 1). However, at longer
timescales—decades and beyond—several problematic radio-
nuclides are predicted to remain in naturally occurring Mo at
levels sufficient to exceed regulatory limits for low-level waste
(LLW) disposal. This makes it difficult to justify pure Mo for
fusion applications where the goal is to avoid the generation of
intermediate-level waste (ILW) requiring long-term deep geo-
logical disposal [12].

For example, if Mo were used instead of W for diver-
tor PFCs (armour), or in the tritium-breeder-blanket first
wall armour, of a recent conceptual design [15] for a

Figure 1. Simulation results for predicted post-operation activity of
Mo and W (both with naturally occurring isotopic abundances) after
typical fusion DEMO reactor exposures in the first wall (FW) of the
blanket and in the armour tiles of the divertor. The post-operation
activity in Bq/kg (a) and γ-dose-rate at 1 m in Sv/h (b) is shown as a
function of time for natural Mo and W after typical component
lifetimes (see main text for details).

European demonstration power plant (DEMO) then, after typ-
ical operating scenarios for that device, ‘natural’ Mo is pre-
dicted to exceed the 12 MBq kg−1 β+γ emissions limit [16]
for disposal in the UK’s low-level, near-surface waste repos-
itories for more than 1000 years. Here natural refers to Mo
composed of its stable isotopes in their naturally occurring
concentrations (92Mo: 14.65%, 94Mo: 9.19%, 95Mo: 15.87%,
96Mo: 16.67%, 97Mo: 9.58%, 98Mo: 24.29%, 100Mo: 9.74%).
This prediction is based on the results in figure 1(a), which
shows the time-evolution in activation of irradiated Mo after
the expected operational lifetime of divertor and blanket com-
ponents in DEMO.

For this calculation, spectra of neutron fluxes as a func-
tion of energy were computed using Monte Carlo neutron-
transport simulations (with MCNP [17]) for the 2015 DEMO
baseline [15] design with a helium cooled tritium breeding
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blanket made from a Pebble-Bed of beryllium and lithium-
orthosilicate (abbreviated as HCPB; see [18] for details). Other
tritium breeding concepts are also being considered within the
EU-DEMO programme, including a water-cooled design with
liquid lithium-lead (WCLL), but the neutron-spectra in the
reactor-armour locations considered here are not significantly
altered by the different blanket materials; WCLL versions of
figure 1 are indistinguishable from those shown for HCPB.

Figure 2 shows the neutron flux spectra obtained from those
calculations for the two reactor locations considered. Note
that W was the armour material in these MCNP simulations;
the spectra have the deep flux depressions associated with the
giant neutron-capture resonances of W in the 1-100 eV energy
range—a phenomenon known as self-shielding [19, 20].

It is always advisable to perform neutron-transport simula-
tions with the correct material compositions in the geometry.
However, for the purposes of the present work, where the focus
is on a comparison of the radiological response of W and Mo,
MCNP simulations have not been repeated with Mo as the
armour material. For the thin armour layers where these spec-
tra were recorded (2 and 5 mm thick for the armour of the
blanket first wall and divertor, respectively), the main influ-
ence on the spectral shape and total flux comes from the bulk
materials behind them: structural steels, coolant, and func-
tional materials. Previous work (the activity analysis associ-
ated with [20]) demonstrated that, while subtle changes in the
neutron spectrum caused by material variation can have sig-
nificant impact on transmutation (composition change), the
effect on activity is less profound and certainly not signific-
ant compared to the logarithmic variations shown in figure 1.

The two neutron spectra (one for the blanket and one for
the divertor) were used in calculations performed with the
FISPACT-II [21] inventory code; an inventory code predicts
the time evolution of material compositions (from which the
radiological response can be derived) using numerical solu-
tions to the set of differential equations governing the rate-of-
change of each nuclide in the system due to neutron irradiation
and decay [21]. FISPACT-II was used with TENDL-2019 [22,
23] nuclear data to predict the material response to either
~5 years (for the divertor outboard target armour) or ~15 years
(outboard equatorial blanket first wall armour) of pulsed oper-
ation; these are typical scenarios planned for DEMO, where
the divertor is expected to be replaced every 5 years and the
second phase of DEMO will use a single blanket for its entire
15-year campaign [11, 24]. Subsequently, FISPACT-II time-
evolution was continued to track the post-operational decay
activity and γ-dose-rate. Note that corrections for the capture-
resonances, via probability tables, were included in the simu-
lations for both Mo and W—see [20, 21] for details.

Figure 1(a) includes equivalent results for natural W in the
two reactor regions considered and the difference compared to
Mo is dramatic; W comfortably meets the UK β+γ-activity
limit for LLW (shown in the plot as a horizontal line) in both
the divertor and blanket armour cases on a reasonable 30-100
year timescale, while Mo exceeds it by several orders of mag-
nitude even after 1000 years. Note that UK-LLW also has an α
limit, but this is not relevant here as neither Mo or W produce
α-emitting radionuclides under neutron irradiation.

Similarly, the γ-dose-rate from Mo is predicted to be many
orders of magnitude higher than that from W from 10-years
after the operational life of blanket and divertor components in
DEMO. Figure 1(b) charts the time-evolution in γ-dose-rate,
in units of Sv/h (Sieverts per hour), one metre from an ideal-
ised 1 g ‘point source’ of either Mo or W—this approxima-
tion of dose calculated by FISPACT-II is more conservative
(lower) than the alternative, default, ‘contact’ dose approxim-
ation and is more relevant for radiation workers working in
a nuclear environment and wearing protective clothing (a full
γ-transport simulation is required for a more reliable predic-
tion of γ-dose, see for example [26]). The UK’s Health and
Safety Executive (HSE) recommends, based on the UK’s reg-
ulations for ionising radiation [27], a limit of 7.5µSv/h (shown
in the plot as a horizontal dashed line) for areas where work-
ers will be exposed to ionising radiation [28]. While W, meets
this limit within a year of post-operation cooling, the results
show that Mo might pose a problem—the dose-rate predic-
tions for Mo in the divertor falls below the HSE limit within
a year but the dose-rate from Mo in the armour of the blanket
remains above it for hundreds of years. Even the divertor result
remains close to this limit (and thus still potentially present-
ing a handling and maintenance problem, especially if man-
ufacturing impurities are taken into account [12]), while the
dose-rate from W is predicted to fall below 1 nSv/h within 10
years.

1.2. Radioisotope contributions to Mo activity

Figure 3 illustrates the reasons behind the long-term high
activity (and γ-dose) in Mo; it shows the time-evolution after
operation in individual activity contributions from the differ-
ent radionuclides (or radioisotopes) produced in Mo during
the FISPACT-II simulation of 5 years in a divertor armour
tile. The absolute activities (figure 3(a)) show that five radi-
onuclides are each produced in sufficient quantities for their
respective absolute activities to exceed the UK-LLW—four
with half-lives of more than 500 years and a fifth, 93mNb, with
a relatively short half-life, but whose concentration is in secu-
lar equilibrium with the long-lived 93Mo that decays to it (see
table 1), which is why their respective activities are identical.
On the other hand, althoughMo ismuch closer to the limit than
W (figure 1(b)), it does not exceed the HSE γ-dose-rate limit
beyond around 1 year after operation (figure 3(c)) in this sim-
ulation, and thus neither do the dose contributions from those
individual radionuclides (or any other).

The highest activation and dose contributions at these long
decay times comes from 91Nb, which, in this simulation for the
divertor armour, contributes between 60 and 80% of the activ-
ity at all decay times greater than 2 years and less than 1000
years (the limit of the simulations in this case)—as shown by
the % contribution evolution curves [29] of the same simula-
tion in figure 3(b) and 3(d) for activity and dose, respectively.

The reaction pathways to produce these five nuclides from
natural Mo and the relative (%) production contribution of
those pathways were automatically calculated by FISPACT-
II during the irradiation simulation (a unique feature of the
code [21]) and these are shown in table 1. Pathways for three

3



Nucl. Fusion 60 (2020) 106022 M.R. Gilbert et al

Figure 2. Simulated neutron spectra for the two different DEMO reactor locations: in the equatorial outboard (furthest from the centre) first
wall and in the outboard region of the divertor armour. Spectra are also shown for conditions experienced by the thin, 25 × 25 mm2 Mo
samples in the FNS experiments, and the ASP spectrum calculated in [25] and used to irradiate Mo foils.

Figure 3. Radionuclide contribution curves to the activity and γ-dose in Mo predicted after a ~5-year exposure to the divertor armour
spectra (figure 2). (a) Absolute activities, (b) % activity contributions, (c) absolute γ-dose-rates, and (d) % dose contributions.
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Table 1. The primary generation pathways for the important radionuclides generated in natural Mo during exposure to the operating
conditions expected for the outboard divertor armour of a typical DEMO concept. For each nuclide, the % contribution for each path
corresponds to the results computed by FISPACT-II using TENDL-2019 nuclear data. Pathways here and in subsequent tables were
identified using the tree-search algorithm employed in FISPACT-II, invoked via the UNCERT and LOOKAHEAD keywords—see [30] for
more details.

Product T1/2 Pathways Path %

99mTc 6.0 hours 98Mo(n,γ)99Mo(β−)99mTc 55.4
100Mo(n,2n)99Mo(β−)99mTc 44.5

99Mo 2.7 days 98Mo(n,γ)99Mo 55.4
100Mo(n,2n)99Mo 44.5

91mNb 61 days 92Mo(n,np)91mNb 94.5
93mNb 16 years 94Mo(n,np)93mNb 68.2

94Mo(n,d)93mNb 21.3
94Mo(n,2n)93Mo(β+)93mNb 6.3

91Nb 680 years 92Mo(n,np)91Nb 84.9a
92Mo(n,2n)91Mo(β+)91Nb 14.2

93Mo 3500 years 92Mo(n,γ)93Mo 22.0
94Mo(n,2n)93Mo 77.5

94Nb 20 000 years 94Mo(n,p)94Nb 75.3c
95Mo(n,np)94Nb 24.2c

99Tc 210 000 years 98Mo(n,γ)99Mo(β−)99Tc 55.4b
100Mo(n,2n)99Mo(β−)99Tc 44.5b

aIncludes contribution from the production (via the same path as the ground-state) and subsequent decay of 91mNb.
bIncludes contribution from the production and decay of 99mTc.
cIncludes contribution from the production and decay of 94mNb, T1/2 = 6.3 minutes.

shorter-lived nuclides—99mTc, 99Mo and 91mNb—that con-
tribute at least 40% to the total activity during decay times
of less than 1 year (see figure 3(b)) are also included for ref-
erence (and are relevant for the experimental validation dis-
cussed later). Comparing these reaction chains to the isotopic
abundance distribution of Mo (section 1.1) we can see that
not all Mo stable isotopes are involved in the production of
these dominant radionuclides. In particular, neither 96Mo or
97Mo appear in the table at all, and, moreover, the radionuc-
lides with the three highest contributions to long-term activ-
ity in figure 3—93Mo, 93mNb and 91Nb—are produced almost
entirely by reaction pathways from the two lightest stable iso-
topes of Mo; 92Mo and 94Mo.

1.3. Activation of individual Mo isotopes

The observation—that only some of the stable Mo isotopes
cause high activation in Mo—is confirmed by the inventory
simulation results of decay-activity and γ-dose in figure 4,
where each Mo isotope has been separately exposed to the
same DEMO divertor scenario as natural Mo (and W). As
expected from the pathway analysis (table 1), 92Mo and 94Mo
generate higher activity levels (figure 4(a)) at decay times
greater than ~1 year than natural Mo because of the relat-
ive increase in production of the main problematic radionuc-
lides discussed above. Meanwhile, the activity from mono-
isotopic Mo (probably not feasible, see below) composed of
either 96Mo or 97Mowould actually satisfy UK-LLW limits on
the desirable sub-100-year timescale in this DEMO scenario.
Simulations for the remaining three isotopes (A = 95,98,100)
predict activities above the LLW limit beyond 1000 years,
but their activities are still 1–2 orders of magnitude below

92Mo, 94Mo and hence natural Mo beyond around 10 years of
cooling.

The authors have previously [2] demonstrated a similar
favourable result for 96Mo or 97Mo from the perspective of
contact γ-dose-rate, which is confirmed by the present pre-
dictions for γ-dose at 1 m shown in figure 4(b) for the indi-
vidual stable isotopes of Mo. As in [2], also note that 98Mo
and 100Mo have relatively low γ-dose-rate beyond 10-years of
cooling because the main long-lived radionuclide produced in
them, 99Tc (see table 1), is a not a γ-emitter.

1.4. Isotopic tailoring of Mo: a solution for fusion?

The results above suggest a solution that could make Mo more
viable for fusion applications—instead of natural Mo, use Mo
with an artificially adjusted (tailored) distribution of stable iso-
topes, preferably dominated by 96Mo and 97Mo (the exact level
of enrichment towards these two isotopes would be defined
based on a cost-to-benefit ratio) to reduce or prevent ILW. Pre-
vious work by Conn and Johnson [31] also identified 97Mo
as the most favourable isotope and their factor 100 reduc-
tion in radioactivity at 50 years for 99% 97Mo agrees with
the present findings. If Mo could instead be recycled, which
is an attractive alternative to disposal [32] that is higher on the
preferred waste management hierarchy [33], figure 4 demon-
strates that isotopically-adjusted Mo would also have lower
activation (and dose) on remote handling timescales (<∼10
years), potentially reducing reprocessing costs.

In the earlier work [31], it was recognised that the cost
of isotopic adjustment must be balanced against the cost of
radioactive waste disposal. Exact costs are difficult to quantify
but basic storage of ILW is at least 10 times more costly per
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Figure 4. Simulation results Mo isotopes after a ~5-year exposure to the divertor armour spectra (figure 2). The post-operation activity in
Bq/kg (a) and γ-dose-rate at 1 m in Sv/h (b) is shown as a function of time for different stable isotopes of Mo that have been individually
exposed to a lifetime scenario for the outboard divertor target armour of DEMO (results for naturally occurring Mo and W are also shown
for comparison). Notice the slight increase in γ-dose-rate in 97Mo from around 4 years after operation, which is due to the feeding of 93mNb
(T1/2 = 16 years) from the decay of the long-lived 93Zr (T1/2 = 1.5× 106 years).

unit volume than LLW in the UK [34, 35], and this does not
include the eventual cost of the final geological disposal facil-
ity (GDF) for ILW compared to a near surface LLW reposit-
ory. The UK-GDF is predicted to cost ~£14 billion [34] and a
fusion reactor would require a significant proportion of such a
facility because of its typically larger expected size compared
to equivalent fission plants; thus any reduction in ILW mass
could be a significant cost saving.

A cost analysis must also consider the relative benefit of
using Mo instead of W as an armour material; if a commer-
cial reactor has much higher availability (or is viable at all)
due to the choice of Mo, then greater profit margins could
accommodate the higher cost of enriched Mo (compared to
natural Mo). The amount of material required for the blanket
and divertor armour is relatively small compared to the over-
all fusion power plant; in the DEMO model used in this work
approximately 65 tonnes ofMo—replacing 120 tonnes ofW—
would be required, compared to, for example, ~ 4500 tonnes
of in-vessel EUROFER [36] steel and more than 20 000 tonnes
of 316 grade stainless steel in the reactor vacuum vessel.
Even smaller amounts would be needed if Mo were only used
instead of W for one application; for example, as a plasma-
facingmaterial in the divertor where the irradiation conditions,
heat loads, and plasma interactions are the most severe (and
thus where the benefit from any improved material perform-
ance would be greatest). Around 9 tonnes of Mo would be
needed for the ~5 mm [11] thick armour layer of the divertor
(compared to ~ 17 tonnes of W) in the DEMOmodel. In these
contexts, it is not unfeasible to imagine a switch to Mo, even
if the form of Mo required (isotopically tailored) is relatively
expensive.

It is also worth noting that the political and public percep-
tion of nuclear waste has changed dramatically since the early
days of fission. The political ‘cost’ of having Mo that can be
disposed of as LLW in a near-surface waste repository instead

of requiring deep-geological disposal for ILW (for which there
is currently no solution in many countries, including the UK),
could be the difference between gaining a nuclear license or
not.

The current industrial standard for isotopic enrichment is
via cascades in gas centrifuges and this has been explored
for Mo [37], but is likely to always be prohibitively expens-
ive (based on the estimates in [37] it could cost several $100
million to produce enough enriched Mo for the armour of a
fusion reactor via gas centrifuges). A more detailed cost ana-
lysis is beyond the scope of this paper, but it is clear that new
(or refined) industrial-scale separation techniques are needed
to reduce the costs. A technique based on a free electron laser
of CO2 [38] has been explored for Mo, while electromagnetic
separation [39, 40] is potentially a viable approach to achieve
high enrichment of the middle mass range of Mo isotopes (i.e.
the ones that would produce low activation Mo) and is the
only viable method for isotope separation of many elements,
including rare-earth metals [39].

Mowith amodified isotope distribution could also be useful
to reduce the long-term activation and waste-disposal issues
of convention ferritic/martensitic (F/M) steels, which are the
fore-runners of the reduced-activation F/M (RAF/M) steels
such as EUROFER [36, 41, 42] that is currently the pre-
ferred option for in-vessel fusion-reactor components for EU-
DEMO [11, 43, 44]. T91 is an example of a F/M steel that
is already widely used as a structural material in light-water
reactors and in fossil-fuel plants, particularly in steam pressure
vessels and boilers [45, 46], and thus is already manufactured
at an industrial scale (unlike some RAF/M steels). However, in
common with other F/M steels, T91 contains around 1 wt.%
Mo. Based on previous work [47], it would cost around £1–
2 million to use isotopically-tailored Mo at this concentration
per 100 tonnes of steel. Even scaled to the several thousand
tonnes of in-vessel steel required for current DEMO designs,
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such costs are not unfeasible for devices costing many billions
of Euros.

Mo also has potential applications as a structural material in
fuel elements to improve safety in future generations of fission
power plants [37, 48]. In this case, the barrier to realisation is
the very high (thermal) capture cross section for neutrons in
naturalMo, which is obviously undesirable when trying to cre-
ate a sustained nuclear reaction. Once again, isotopic tailoring
to reduce the problematic isotopes (in this case mainly 95Mo,
which has a capture cross section of 13.6 barns at a neutron
energy of 0.025 eV [48]) offers a possible solution.

High neutron capture cross sections could also be a prob-
lem if Mo is used in significant concentrations in the tritium-
breeding zone of fusion reactors, where the loss of neutrons in
amaterial with a high absorption cross section could impact on
the TBR (tritium breeding ratio) [49]. This might impact more
severely breeding blanket concepts involving Li-Pb eutectic
where satisfactory tritium breeding rates are reliant on high
6Li enrichment (around 90% [11]). The 6Li(n,α)3H cross sec-
tion is particularly high at low neutron energies and competing
capture with Mo could therefore be detrimental.

Notice that in the divertor simulations (figure 4(a)) activ-
ity levels of pure 96Mo or 97Mo are relatively (compared to
the much higher activity from other pure isotopes) close to
the UK-LLW limit. Indeed, in the other case from figure 1(a),
for the blanket first wall armour, even for these two isotopes
the generated long-term activity (typically from longer reac-
tion chains involving neutron multiplication, (n,2n) and/or
neutron capture reactions to the same radionuclides shown in
table 1) would exceed the LLW limit. Thus isotopic tailoring
is unlikely to be a complete solution for the waste disposal
of fusion components containing Mo (unless regulatory limits
can be revised/relaxed for fusion waste [12]). However, iso-
topically adjustedMo could be used in a ‘mixed solution’ with
W, where W is used primarily in higher-flux first wall regions
and therefore replaced more regularly, whileMo could be used
as an armour in less exposed regions (e.g. in the divertor or
away from the equator regions of the blanket), thus reducing
the frequency with which those components need replacement
(assumingMo proved to be more resilient thanW) and thereby
reducing maintenance cycles and costs, and improving overall
fusion plant availability.

Predictions such as those discussed in this simulation study
rely on accurate nuclear code simulations.While the numerical
techniques employed by inventory codes like FISPACT-II or
neutron transport simulators like MCNP are well-established
and validated (see e.g. [50, 51]), it is still the case that the qual-
ity and completeness of the underlying nuclear data strongly
determines the reliability of predictions and the level of uncer-
tainty; the latter could influence the level of conservativeness
in engineering limits, which could impact on cost, and so
there is a strong incentive to reduce uncertainty. Of particu-
lar importance for simulating the radiological response of Mo
(or any other material) under fusion conditions is the accur-
acy of the integrated reaction rates that govern the produc-
tion of dominant radionuclides. The remainder of this paper
describes efforts at UKAEA to test and validate the nuclear
reaction data used with FISPACT-II for Mo by benchmarking

simulation results against both historical experimental decay-
heat measurements and newly acquired γ-spectroscopy data.

2. Fusion decay-heat benchmark

At the end of the last century, JAEA used their 14 MeV fusion
neutron source (FNS) facility to perform experiments on small
material samples. The objective of the experiments undertaken
by Maekawa et al [52–56] was to provide decay-heat data rel-
evant to fusion systems that could be used to test the quality
of nuclear simulations. This wealth of carefully obtained data
has been used to validate inventory code predictions in the last
two decades, but it was a relatively arduous and error-prone
process until UKAEA’s recent efforts [57] to construct a fully-
automated simulation benchmark. A detailed description of
the benchmark, including the experiments and the simulation
approach with FISPACT-II, is provided in [57] and the most
recent complete benchmark, covering more than 70 materi-
als and focusing on validating FISPACT-II with the TENDL-
2019 library, has been compiled into an openly accessible
report [58]. Here, the discussion is focused on the comparison
between simulations and the experimental measurements for
Mo.

For Mo, thin metallic foil samples 25 × 25 mm2 in area
and approximately 10 µm thick, were irradiated for either
5 minutes or for 7 hours at fluxes of between 109 and
1010 n cm−2 s−1. The reported decay-heat results byMaekawa
et al were scaled to a flux of 1010 n cm−2 s−1 using the alu-
miniummonitor foils that were included in each experiment to
calibrate the neutron fluence based on γ spectroscopy of 24Na
produced via 27Al(n,α)24Na (similarly to the approach taken
for ASP and described in [59]). Figure 2 shows the typical
neutron spectra experienced by the samples in the 5-minute
and 7-hour cases (different sample locations and hence differ-
ent spectra—the 5-minute experiments used a rapid extraction
system and associated set-up, which was not used in the 7-hour
cases).

Decay-heat measurements at various cooling times after
irradiation were obtained from a whole energy absorption
spectrometer (WEAS), which detected both β− and γ emis-
sions with near 100% efficiency using a twin BGO (bis-
muth germanate) scintillator arrangement and a centrally
located sample position to produce close to 4π steradi-
ans counting geometry [60]. For the 5-minute experiments,
the rapid extraction system allowed the first measurements
to occur within 1 minute of the end of irradiation and
further measurements were taken for the next 1 hour. In
the 7-hour case the first measurements did not take place
until nearly 15 hours after the irradiation, but measure-
ments were repeated for up to 200 days, allowing the con-
tributions from radionuclides with longer half-lives to be
captured.

Figure 5 shows the decay-heat measurements (as points)
obtained for the two sets of Mo experiments (an earlier
set of 5-minute irradiations of Mo are not included here
for brevity, but are considered in [58]). Figures 5a and 5b,
for 5-minute and 7-hour (i.e. a full day of irradiation
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time at the FNS facility) irradiations, respectively, compare
the experiments to FISPACT-II simulations (curves) of the
total decay-heat performed with TENDL-2019 [23] nuclear
data and several other major international nuclear libraries
(see [57, 58] for details). In both cases there is very good
agreement between the simulations and experiment, with
C/E (calculated decay-heat divided by experimental meas-
urement) values generally close to one, particularly with
TENDL-2019, where C/E values lie in the range 0.97–
1.01 for the 5-minute experiment and 0.9–1.4 in the 7-hour
case [58].

In the 5-minute experiment the main radionuclide con-
tribution to decay-heat is 91Mo, produced via (n,2n) reac-
tions on 92Mo (see the pathway analysis for FNS in table 2),
which contributes at least 70% of the simulated decay-heat
throughout the 1-hour of experimental measurement time, as
shown in the % contribution chart in the bottom panel of
figure 5c. The upper panel of figure 5c shows the absolute
nuclide contribution breakdown [29] and there are a num-
ber of other minor radionuclides predicted by the simula-
tions, which are not important to capture the decay-heat from
Mo for short, 5-minute irradiations and short, 1-hour cooling
times.

In the longer, 7-hour experiment, the nuclide breakdown
from the TENDL-2019 simulation (figure 5d) suggests a more
complicated picture, with a number of different radionuclides
providing significant contributions to the total decay-heat at
different times during the ~ 200 days of cooling time where
experimental measurements were recorded. In the first week of
cooling 99Modominates, but as this nuclide decays with a half-
life of 2.7 days (see table 2), by around 20 days of cooling it is
replaced by three unstable nuclides of Nb with longer, 10-60
day half-lives: 92mNb, 95Nb, and 91mNb. This relatively com-
plex radiological landscape is a very good match to the exper-
imental measurements—as demonstrated by the absolute nuc-
lide breakdown plot, where the combination of decay-curves
for these four nuclides produces a very goodmatch to the time-
evolution profile of the experiment. Such close agreement to
experiment in such a complex case demonstrates the effic-
acy of the FISPACT-II system, including the computational
method, and confirms the validity of the underlying nuclear
data.

The pathway analysis for these simulated experiments in
table 2 shows the major production routes for the five import-
ant radionuclides for FNS experiments on Mo. The cross sec-
tions (primarily for 14 MeV neutrons—see figure 2) of a num-
ber of different non-elastic reactions, such as (n,2n) [neut-
ron multiplication] and (n,p) [neutron capture, proton emis-
sion], on several isotopes of Mo are tested (and validated)
by this experimental benchmark for Mo. Included in the val-
idation are some reactions that are predicted to be import-
ant for the activation of Mo in a fusion reactor (compare
tables 1 and 2), such as those producing 99Mo and 91mNb.
However, as expected, the experiments do not provide any
useful data to test the production of the long-lived radionuc-
lides that would cause disposal and handling problems for Mo
components.

3. ASP experiments

From 2011–2015 [59, 61–64], in an effort to improve
the quality of experimental reaction cross section data for
fusion-relevant materials at fusion-relevant neutron energies,
UKAEA undertook a series of 14 MeV neutron irradiation
experiments at the experimental facility known as ‘ASP’,
which is hosted at AWE Aldermaston in the UK. The aim
of the experimental campaigns was to gain additional cross
section data-points at 14 MeV for reactions where data was
deficient—this is true for many important reactions for fusion
materials [65, 66]—and thus to aid the evaluators working on
the next generation of nuclear data libraries by providing more
information with which to fit the theoretical models that gen-
erate continuous cross section curves.

The experimental set-up (figure 6) involved an accelerated
deuteron beam impinging onto a tritium-loaded target to pro-
duce a source of 14 MeV neutrons (via DT reactions), which
was then used to irradiate a wide variety of material foils. After
irradiation the foils were transferred rapidly via a pneumatic
extraction ‘Rabbit’ tube to a high-purity germanium (HPGe)
γ-detector and the full time evolution in the energy-count pro-
file of γ emissions from the activated material was recorded.
Full details of the experimental approach are given in [61–62].
More than 300 separate experiments were performed, gener-
ating more than 10000 separate γ spectra (the integral spec-
trum of γ counts is recorded at multiple time intervals for
each experiment to enable analysis—see below), and previ-
ous efforts [59] to process such large data sets in a rigorous,
consistent and automatic manner are still ongoing [25]. In the
present work, we instead, focus on analysing eight experi-
ments involving samples of Mo.

Figure 7 shows the typical raw data obtained from the ASP
experiments, along with plots showing the different stages of
the analysis approach. The data shown corresponds to exper-
iment 82 in UKAEA’s campaign, which included a Mo foil.
The full, time-integrated γ-spectrum (figure 7(a)) recorded
for 15 minutes after irradiating the foil triplet of Mo-Fe-Al
shows various peaks at characteristic γ-energies for differ-
ent radionuclides produced in the foils during the ~5-minute
irradiation (both the irradiation time and measurement time
varied between experiments, but was accurately recorded).
The main peaks, which have an almost Gaussian profile, are
centred on discrete γ-emission lines and are highlighted in
the figure, including the electron–positron annihilation peak
at 511 keV, the potassium-40 (40K) organic background signal
at 1461 keV, and various peaks associated with radionuclides
produced during irradiation in the Mo, Fe and Al foils.

3.1. Flux estimation

Fe and Al foils were included in the experiments to enable
accurate measurement of the neutron flux received at the
sample location during irradiation [59]. In the present work,
the major lines from 27Mg at 844, 1014 and 171 keV, 24Na
lines at 1369 and 2754 keV due to Al activation, along
with 56Mn (produced in the Fe foil) lines at 847, 1811 and
2113 keV, were used to produce an average estimate of the
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Figure 5. Simulation & experimental decay-heat results from the FNS benchmark for Mo. (a) and (c) correspond to decay-heat following
5-minute irradiations, (b) and (d) are the equivalent data after 7-hour irradiations. (a) and (b) show total decay-heat curves on linear
time-after-irradiation scales for the different nuclear library simulations with FISPACT-II, the experimental measurements as points with
vertical lines showing experimental uncertainty, and the nuclear-data-uncertainty band (in grey) for the TENDL-2019 [23] library. (c) and
(d) present the radionuclide breakdown of contributions to the total decay-heat from the TENDL-2019 simulations in absolute µW/g terms
(top halves) and as % contributions (bottom halves)—on logarithmic time-after-irradiation scales.

Table 2. List of contributing reaction-route pathways for the important radionuclides identified by FISPACT-II in simulations of the FNS
experiments on Mo.

Product T1/2 Mo FNS Pathways Path %
experiment

91Mo 15.49 min. 5-min. 92Mo(n,2n)91Mo 100.0a
99Mo 2.7 days 7-hour 100Mo(n,2n)99Mo 99.6
92mNb 10 days 7-hour 92Mo(n,p)92mNb 100.0

95Mo(n,p)95Nb 86.8
95Nb 35 days 7-hour 96Mo(n,d)95Nb 6.9

96Mo(n,np)95Nb 5.6
92Mo(n,np)91mNb 94.0

91mNb 61days 7-hour 92Mo(n,2n)91mMo(β+)91mNb 3.7
92Mo(n,d)91mNb 2.3

aIncludes contribution from the production and isomeric transition (IT) decay of 91mMo, T1/2 = 1.1 min.

neutron flux for each experiment. Note that for experiment
81, a transfer issue meant that the acquisition data (counts)
from the aluminium foil were not properly recorded and so
the flux estimate is based solely on the 56Mn peaks in this case.

Table 3 gives the details of the eight experiments considered
here for Mo, including the results of the Fe/Al-foil flux estim-
ates. % error estimates for the flux evaluations are based on the
standard error (i.e. the deviation from the mean) of the average
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Table 3. Experimental details and flux estimates for the ASP experiments involving Mo.

Experiment Material masses (g) Irradiation Estimated flux

number Mo Fe Al time (min.) (n cm−2 s−1) error (%)

81 0.151 9 0.106 6 N/Ab 5 8.7× 108 11.3
82 0.152 9 0.105 4 0.038 2 5 9.3× 108 11.1
111 0.155 8 0.106 3 0.038 5 5 6.6× 108 12.7
112 0.155 1 0.106 7 0.038 9 4.67 6.8× 108 13.5
134 0.461 1a 0.106 2 0.038 4 60 4.2× 108 10.3
226 0.153 9 0.110 4 0.036 2 10 2.5× 108 18.1
244 0.151 8 0.110 5 0.028 9 30 3.6× 108 15.4
284 0.153 7 0.111 1 0.029 3 30 8.4× 108 14.8

aThree Mo foils were used in a stack for this longer irradiation experiment.
bExperimental issue, see main text for details.

Figure 6. Simplified ASP geometry (used in MCNP calculations)
showing chamber walls and labyrinth exit (in grey) and a close up of
the target geometry, where the incoming D+ deuteron beam is
accelerated onto the tritium target, which is adjacent to the sample
chamber (in blue). Samples are inserted and extracted (to the γ
detector) from this chamber via a pneumatic Rabbit tube.

flux estimates summed in quadrature with each individual flux
estimate multiplied by the fractional Poisson statistical uncer-
tainty ε in the background-corrected γ-counts for the associ-
ated peak:

ϵ=
√
Cp+CB/C

∗
p , (1)

where Cp is the raw total count in the detector channels con-
taining the peak of interest, CB is the total background count
subtraction for the peak channels (i.e. via figure 7(b)), and
C∗
p is the total background-corrected count for the peak (≡

Cp−CB). For further discussion of the application of Pois-
son statistics to radioactive decay and γ-spectroscopy, see
[67–69].

The flux estimation was done using the Levenberg–
Marquardt algorithm (LMA—a damped least-squares
method) to fit a decay function to the counts per (real) time (in
seconds), and hence to calculate decay-corrected A0 values for
the end of irradiation activity in Bq. Note that in all cases the
fitting was only performed out to a maximum of three times

the half-life of the nuclide being analysed, thereby avoiding
any problems in the fit that could be caused by including very
small counts at long decay times (for that particular nuclide).
It is also possible for the peaks of two different radionuclides
to overlap sufficiently so that their individual counts cannot be
separated from one-another. In the present work, this situation
only occurred for the 847 and 844 keV peaks of 56Mn and
27Mg, respectively, and in this case, as described in [59], a
double exponential fit is performed to obtain the two separate
A0 activities.

In calculating the flux using these reference foils, it is
assumed that the reaction pathways (see table 4) to the meas-
ured nuclides arewell-known and that the nuclear cross section
data (from TENDL-2019 [23]) is well-validated. The cross
section vector for each reaction is ‘folded’ (vector dot product)
with a normalised ASP neutron irradiation spectra (calculated
using a Monte Carlo simulation as part of the work described
in [25] and shown unnormalised in figure 2) to calculate the
average cross section σ in barns for the ASP spectrum. Using
the standard decay equations describing the production and
decay of radionuclides [70], A0, σ and the decay constant λ
are used to estimate the experimental flux via:

ϕ=
A0

Nσ(1− exp−tirrλ)
, (2)

where tirr is the irradiation time of the experiment (given in
table 3) andN is the total number of atoms of the target (stable)
nuclide—in this case of 56Fe or 27Al. Note that this approach
is only valid if the neutron flux is approximately flat (con-
stant) during the irradiation. The flux profile was monitored
during each experiment and adjustments to the deuteron beam
were made in real-time to maintain a near-constant flux pro-
file; which was confirmed posteriori by the output of a pair of
fission counters that monitored the neutron count near to the
ASP target (but were not close enough to provide a reliable
measurement of the flux on the samples).

The estimated fluxes are used as input to FISPACT-II
inventory simulations to obtain a calculated C activity—see
section 3.3.

3.2. Experimental activity E

For the experimental value E, the first stage is to extract the
detector counts for each detectable γ-peak of the γ-emitting
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Figure 7. Experiment 82 γ spectroscopy. (a): final (end of ~ 15-min. acquisition) integrated γ spectrum. (b): 652.9 keV peak associated
with 91mMo after 91 s, showing the peak area after subtraction of the background. (c): counts as a function of time for this peak (with count
statistical error bars) and the curve fitted to the data (see main text for details). C0 is the dependent (free) variable. ttransfer is the time delay
between the end of the irradiation and the start of the γ-data acquisition (typically ~ 10 s).

radionuclides produced during the irradiation of Mo at ASP.
Peaks associated with five different radionuclides were identi-
fied in the present work; these are listed in table 4 (along with
flux-estimator nuclides of Fe and Al), together with their half-
lives, and main production pathways according to FISPACT-
II simulations with TENDL-2019 for the irradiation time and
flux-estimate associated with experiment 82 (see table 3). The
identifiable peaks for each radionuclide are listed in table 4 and
are labelled in the integral spectrum for experiment 82 (fig-
ure 7(a)).

Figure 7(b) demonstrates the process by which the back-
ground counts (mainly from Compton scattering since the
detector was well shielded using lead) are subtracted, using
linear interpolation between the average counts recorded in a
range of channels on either side of a peak [59], to give the
counts associated with the decaying nuclide—in this case for
91mMo associated with its γ line at 653 keV. Note that the
background subtraction exemplified in figure 7(b) only applies
to peaks (or peaks in overlap scenarios) that are away from the
Compton edge [70], which was true for all peaks considered
in the present work. The fit to the resulting evolution in

counts-per-live-second as a function of (real) time for a peak
(e.g. as in figure 7(c) for the 91mMo peak) then gives the
experimentally predicted count rate at the end of irradiation
C0, which in turn is used to calculate A0 via

A0 =
C0

Deff(Eγ
p )Ip

, (3)

whereDeff(Eγ) is the detector efficiency at γ-energyEγ , which
for the HPGe detector used in the present work is described by
a function fit to neutron transport simulations performed on a
model of the detector (e.g. as described in [25]). Eγ

p and Ip
are the energy and intensity of peak p, respectively, both taken
from decay_2012 decay-data files used by FISPACT-II [21]
for TENDL-2019.

3.3. Calculated activity C

The calculated (C) estimate of A0 is taken directly from a
FISPACT-II calculation with the TENDL-2019 data library.
The appropriate mass of pure Mo was irradiated for the exper-
imental irradiation time at the estimated flux (section 3.1) and

11



Nucl. Fusion 60 (2020) 106022 M.R. Gilbert et al

Table 4. Information about the radionuclides measured in the ASP experiments. The FISPACT-II-calculated production pathways and their
% contributions were obtained from the simulations with the TENDL-2019 library. Only the γ-peak energies observed in the experiments
are listed for each nuclide.

Product T1/2 Pathways Path % Experimentally
experiment TENDL-2019 identifiable

(Exp. 82) γ-peaks (keV)

56Mn 2.58 hours 56Fe(n,p)56Mn 100.0 846.8, 1810.7, 2113.1
27Mg 9.46 min. 27Al(n,p)27Mg 100.0 170.9, 843.7, 1014.4
24Na 14.96 hours 27Al(n,α)24Na 100.0 1368.6, 2754.0

97Mo(n,p)97mNb 83.7
97mNb 53.0 s 98Mo(n,np)97mNb 2.1

98Mo(n,d)97mNb 14.1
91mMo 1.08 min. 92Mo(n,2n)91mMo 100.0

743.4

652.9, 1208.1, 1508.0
89mZr 4.13 min. 92Mo(n,α)89mZr 100.0 587.8
98mNb 51.30 min. 98Mo(n,p)98mNb 100.0 722.6, 787.4

97Mo(n,p)97Nb 81.5a
97Nb 1.23 hours 98Mo(n,np)97Nb 12.1a 657.9

98Mo(n,d)97Nb 6.3a

aIncludes contribution from the production and isomeric transition (IT) decay of 97mNb, but note that different reactions have different probability ratios
between ground- and meta-state production (i.e. the distribution of production % values for 97mNb are different to those of 97Nb).

using the calculated neutron spectrum for the sample loca-
tion shown in figure 2 (the mass, flux-estimate, and irradiation
times for each experiment are given in table 3). FISPACT-II
automatically outputs the individual radionuclide contribu-
tions to the total sample activity, and the required end-of-
irradiation values can be easily extracted for the specific nuc-
lides.

3.4. ASP results

Figure 8 shows C/E ratios for the calculated (C) and exper-
imental (E) A0 activities for the eight Mo experiments. 97Nb
and 97mNb results are plotted in the same panel, while the other
three panels in the figure show results for single radionuclides
(as labelled). Tables B1 andB2 in the appendix give the numer-
icalC, E,C/E values for each data peak. The error estimates on
each value, shown as error bars in the figure (and also provided
as percentages in the tables), include, for C values, the error
of the flux estimate (see table 3) and the error calculated by
FISPACT-II using the uncertainty data in TENDL for the rel-
evant cross sections (e.g. as shown in the grey error bands of
the cross section figures in figure A1 of the appendix) summed
in quadrature, and for E, the activity error based on the Poisson
count uncertainty (equation (1)). These uncertainties should be
refined to account for other (potentially systematic) errors and
correlations, such as uncertainty in the experimental timing
information, but not all of this information is available from
the experiments, so the present estimates (potentially pessim-
istic) are the best available and give and indication of the error
magnitudes. The lessons learnt in this work will help to inform
better experimental methodology with respect to uncertainty
quantification in future campaigns.

Note in figure 8 that not every experiment has produced a
C/E value for every possible peak considered. Peaks with total
background-corrected counts of less than 400 during the entire
measurement time were deemed to be of low statistical quality

and were omitted. Also shown for each panel, as a visual guide
to the data trend, is the weighted average C/E value, where the
weights correspond to the inverse of the variance (square of
the error) for each point. The standard deviation from these
weighted averages is shown by the grey band in each plot.

3.4.1. 89mZr . The results are consistent for 89mZr, with
C/E just below one for almost all experiments and with
small uncertainties generally including one within their range.
Only experiment 134 produces a discrepant result for this
radionuclide—as it does for other nuclides considered—but
this does not alter the overall agreement; as demonstrated by
a weighted average C/E just below one and small spread of
values about this mean.

The irradiation time in experiment 134 was 1 hour; longer
than usual for these experiments (see table 3), and the detector
measurements were extended to an over-night count. Three
Ti foils were also included in both the irradiation and count-
ing stack, which also included three Mo foils instead of the
usual one. The combination of increased irradiation time, lead-
ing to higher production of longer-lived (compared to the
nuclides being analysed) radionuclides, and interference from
radionuclides produced in Ti, have caused the peaks from
the radionuclides of interest to have more background counts,
a higher signal-to-noise ratio, and thus lower overall counts
than expected—leading to an underestimate from the exper-
iment and high C/E results. For example, the background
count adjacent to the 89mZr at 588 keV is approximately three
times higher in experiment 134 compared to experiment 111.
In more carefully designed experiments the irradiation times
should be tuned to best match the half-lives the nuclides-of-
interest—this was not possible in the experimental campaigns
performed so far, but is an area of future improvement.

The slight under-prediction in 89mZr production appar-
ent from these results is worth noting, but the origin is
uncertain—the cross section curve from TENDL-2019 for
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Figure 8. The complete set of C/E values calculated for the ASP
experiments involving Mo foils. The colour of a point indicates
which γ-peak it is associated with (listed at the top of each panel).
Points are grouped by experiment along the x-axis. Each panel
corresponds to the peaks of a different radionuclide, except for the
top panel, where the single measured peaks from each of 97Nb and
97mNb are shown together. The weighted-average C/E value for all
peaks in each pane is also plotted in black, and the grey band behind
the data represents the standard deviation of the C/E values from
this average.

89mZr production from 92Mo (figure A1(c) in the appendix) on
the contrary appears to be slightly above the bulk of EXFOR
[71] data points, which would instead suggest an overproduc-
tion of 89mZr in calculations. Further experiments are warran-
ted and should be targeted specifically at 89mZr production.

3.4.2. 91mMo. Only the lowest energy peak at 653 keV
produces consistently good C/E values—both close to one
and with small uncertainties (with one within the uncer-
tainty range). 653 keV is the highest intensity peak (Ip≈
0.5). The other, higher-energy peaks for this radionuclide
have lower intensities and thus produce smaller count-rates in
the experiments—the 653 keV peak integral typically com-
prised 2000-4000 counts for this nuclide, while the other
two produced a maximum of around 700 counts each (some
counts were even below the 400 threshold discussed above).
This may explain the discrepancy observed in figure 8. On
the other hand, figure A1(a) in the appendix, comparing the
TENDL-2019 cross sections to the differential experimental
data (i.e. cross section values at single energies) available in

the international EXFOR database [71] for the (n,2n) reaction
that produces 91Mo, does suggest a slight overestimation for
the path to the metastable 91m; the TENDL curve at 14 MeV
is higher than the majority of the differential data. However,
the result from the present work is not conclusive enough to
make a recommendation for future TENDL evaluations.

3.4.3. 98mNb. Apart from experiment 134, for the reasons
outlined earlier, C/E results for 98mNb are relatively consist-
ent for the two different peaks identified in each experiment,
although there is a large spread between experiments. The
errors are also larger compared to the results for other nuc-
lides, which is caused by the large nuclear data uncertainties
in TENDL-2019 for the (n,p) reaction producing this nuclides
from 98Mo—as shown in figure A1(d). Looking closely at that
plot for TENDL-2019, which has changed significantly com-
pared to TENDL-2017 [72], one can see an evaluation for the
reaction channel to 98mNb that is influenced by a large spread
of data points, particularly around 14–15 MeV, but the over-
all TENDL-2019 curve appears higher than the bulk of the
experimental data points. This would tend to suggest an over-
prediction of the production of 98mNb, but the experimental
finding in the present work are not conclusive in this respect.
The results indicate the need for further experiments on this
reaction and an analysis of the evaluated curves in TENDL-
2019.

3.4.4. 97Nb and 97mNb. Results for 97Nb and 97mNb (one
peak each) also show consistency within each experiment, but
the calculated values appear to underestimate the production
of these two nuclides; for several of the C/E values even their
uncertainty range does not include one (indicating significant
deviation between calculation and experiment). The weighted
average C/E is around 0.8 and the deviation from this average
does not include one. There is nothing conclusive in the com-
parison of TENDL-2019 to EXFOR in this case (figureA1(b));
if anything the TENDL cross sections for the primary (n,p)
reaction (see table 4) producing 97Nb appear to slightly under-
estimate the data at 14 MeV compared to EXFOR. The res-
ults for these nuclides need further investigation—probably
involving additional experiments.

3.5. ASP summary

Considering all of the experimental uncertainties the fact that
many of the C/E values are close to one (and all are less
than 2), and that in many cases the uncertainties encompass
one, is encouraging and demonstrates that the FISPACT-II
calculations with TENDL-2019 produce good predictions for
irradiation-induced activity in Mo in these scenarios. How-
ever, it is worth observing that, in contrast to the FNS bench-
mark (section 2), none of the reaction pathways interrogated
by these experiments are relevant for the dominant channels
to isotopes identified in the earlier fusion power plant scenario
(compare table 4 to table 1). Experiments involving measure-
ment of such long-lived reaction products will likely require
longer irradiations and post-irradiation measurements.
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For long-lived nuclides, including the important 91Nb,
93Mo, and 93mNb, the dominant production cross sections
can have high uncertainty (e.g. the (n,np) channel respons-
ible for the majority of 93mNb production has a nuclear data
uncertainty greater than 50% in TENDL-2019 [23] under
the ASP neutron spectrum). This demonstrates the need for
future experiments with careful design; i.e. to ensure that the
important reaction pathways are explored and that the result-
ing benchmark is as relevant as possible for Mo in a fusion
power plant.

4. Conclusions

Inventory calculations with FISPACT-II have highlighted the
issues surrounding long-term high-activation of Mo if it were
to be used as an armour material in fusion systems. However,
the simulations predicted that specific stable isotopes (96Mo
and 97Mo) fromMo’s wide distribution have lower activity and
thus isotopic enrichment or bias towards these nuclides could
produce a more acceptable material. Of course, this necessit-
ates an isotopic separation method that is economically feas-
ible compared to, in particular, the waste handling costs of
using standard or natural Mo, or to the cost of potentially
reduced component lifetime if W remains the default choice.

In parallel, it is important to have confidence in these sim-
ulated radiological responses, especially if they are going to
be used—in the case of Mo—to make potentially expensive
engineering design decisions for future fusion experiments
and prototype power plants. Two experimental validation
efforts for nuclear inventory code predictions of 14 MeV-
neutron-induced activity in Mo have shown that the simula-
tion methodology (FISPACT-II) and underlying nuclear data
are reasonably successful. Using several international nuc-
lear data libraries, FISPACT-II was able to accurately simu-
late decay-heat measurements obtained for Mo after expos-
ure to 14 MeV neutrons for either 5 minutes or 7 hours in
JAEA’s defunct FNS facility. Additionally, γ-spectroscopy-
derived activation estimates for radionuclides produced in Mo
foils irradiated at the ASP 14 MeV-neutron source in the
UK have provided a wealth of new data to test code predic-
tions against. For Mo, eight separate experiments were used
to derive end-of-irradiation activities for five different short-
lived (half-life T1/2 < 2 hours) radionuclides with detectable γ-
emissions. Comparison to simulations of the experiment, per-
formed by FISPACT-II [21] with the TENDL-2019 [23] lib-
rary, revealed a good agreement despite the large degree of
uncertainty and sub-optimal experimental design.

These two benchmarks improve confidence in some aspects
of code predictions for Mo in a fusion environment but fur-
ther validation is required, particularly for the production of
radionuclides expected to dominate activity in Mo for cooling
times greater than ~ 1 year after exposure to typical demon-
stration fusion-reactor (DEMO) conditions; namely 91Nb,
93Mo, and 93mNb. The short irradiation timescales associ-
ated with the experiments discussed here prevent detailed

interrogation and testing of the production routes of these
long-lived radionuclides (T1/2 ranging from decades, centuries
to millennia). Further experiments, involving longer irradi-
ations and/or higher neutron fluxes, are required, potentially
in combination with improved γ-spectroscopy, such as exten-
ded recording times under very-low background conditions
(e.g. underground systems like that available at Boulby in the
UK [73]), or even alternative measurement approaches, such
as coincidence counting systems (see e.g. [74, 75]) to detect
positron emissions (e.g. for 91Nb) or via mass spectroscopy
for low concentration nuclides [76, 77].

However, longer-irradiation experiments are difficult to
arrange in most existing facilities. There are several propos-
als being developed around the world to provide more favour-
able and dedicated fusion-relevant experimental conditions
(e.g. IFMIF-DONES [78]). The urgency to deliver such facil-
ities (or alternative, lower-cost options more targeted at nuc-
lear data) will only increase in the next few decades as fusion
moves away from a research focus to a more engineering
realisation phase with DEMO and the other near-commercial
devices planned.

Only with additional experiments of the kind described in
this paper, targeted at fusion-relevant conditions for opera-
tional and decommissioning timescales, will there be suffi-
cient data available to validate predictions for Mo and hence
prove its viability (or not) as a candidate fusion reactor mater-
ial; either in pure form or as part of an alloy, and whether it
can be used with its natural isotopic abundances or if tailoring
is required. In particular, serious effort to develop industrial-
scale isotopic tailoring solutions forMo (or other fusionmater-
ials) can only be justified if there is high confidence (low
uncertainty) in code predictions.
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Appendix A. Reaction cross section graphs

Figure A1 compares TENDL-2019 [24] cross sections to
the international database of differential cross section data,
EXFOR [71], for the reactions predicted by FISPACT-II to
be responsible for the majority (see table 4) of the produc-
tion of each of the four radionuclides detected in the ASP
experiments onMo. Curves of total cross sections, and the par-
tials to ground and metastable states of each daughter nuclide
are shown, and the EXFOR data is also separated by daugh-
ter state, subject to the data files from EXFOR containing
enough data to make that determination (otherwise the default
is ‘total’).
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Figure A1. TENDL-2019 reaction cross sections and EXFOR differential data for the main reactions analysed by the ASP experiments on
Mo. TENDL-2019 curves are accompanied by their corresponding uncertainty bands (in grey).

Appendix B. ASP experiments calculated and
measured activities

Table B1. Calculated and experimental activities for 91mMo, 89mZr and 98mNb peaks measured in the ASP experiments.

Experiment number Peak energy (keV) Activity (Bq) Error (%)

Nuclide Calc. Exp. C/E

91mMo 81 652.9 2.13E+03 2.14E+03 0.99 20.1%
1208.1 2.13E+03 1.49E+03 1.43 17.2%
1508.0 2.13E+03 1.41E+03 1.51 16.4%

82 652.9 2.29E+03 2.13E+03 1.08 19.8%
1208.1 2.29E+03 1.49E+03 1.53 18.6%
1508.0 2.29E+03 1.74E+03 1.31 18.8%

111 652.9 1.67E+03 1.53E+03 1.09 20.7%
1208.1 1.67E+03 1.06E+03 1.57 18.5%
1508.0 1.67E+03 1.13E+03 1.48 18.3%
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Table B1. Continued.

Experiment number Peak energy (keV) Activity (Bq) Error (%)

Nuclide Calc. Exp. C/E

112 652.9 1.70E+03 1.51E+03 1.12 20.6%
1508.0 1.70E+03 1.08E+03 1.57 17.6%

134 652.9 3.23E+03 1.89E+03 1.70 20.2%
1508.0 3.23E+03 3.29E+03 0.98 25.3%

226 652.9 6.48E+02 5.59E+02 1.16 25.6%
244 652.9 9.31E+02 1.24E+03 0.75 33.5%

1508.0 9.31E+02 1.17E+03 0.80 34.1%
284 652.9 2.18E+03 2.11E+03 1.03 25.2%

1208.1 2.18E+03 2.12E+03 1.03 29.9%
1508.0 2.18E+03 2.62E+03 0.83 29.6%

89mZr 81 587.8 4.93E+02 5.47E+02 0.90 22.5%
82 587.8 5.30E+02 5.96E+02 0.89 23.3%
111 587.8 3.87E+02 4.68E+02 0.83 26.0%
112 587.8 3.79E+02 4.16E+02 0.91 24.8%
134 587.8 1.28E+03 1.11E+03 1.15 19.0%
226 587.8 2.08E+02 2.27E+02 0.92 29.1%
244 587.8 3.66E+02 4.39E+02 0.83 28.9%
284 587.8 8.58E+02 1.12E+03 0.77 29.5%

98mNb 81 722.6 8.50E+01 7.92E+01 1.07 43.6%
787.4 8.50E+01 5.93E+01 1.43 33.7%

82 722.6 9.14E+01 9.07E+01 1.01 51.8%
787.4 9.14E+01 8.81E+01 1.04 48.8%

111 722.6 6.68E+01 8.03E+01 0.83 60.5%
787.4 6.68E+01 8.05E+01 0.83 59.7%

112 722.6 6.40E+01 9.48E+01 0.68 68.9%
787.4 6.40E+01 7.35E+01 0.87 57.4%

134 722.6 1.06E+03 5.45E+02 1.94 22.7%
787.4 1.06E+03 5.13E+02 2.06 21.2%

226 722.6 4.83E+01 5.48E+01 0.88 61.8%
787.4 4.83E+01 5.26E+01 0.92 56.1%

244 722.6 1.83E+02 1.44E+02 1.27 36.8%
787.4 1.83E+02 1.30E+02 1.41 33.2%

284 722.6 4.29E+02 2.97E+02 1.44 31.2%
787.4 4.29E+02 2.82E+02 1.52 29.4%

Table B2. Calculated and experimental activities for 97Nb and 97mNb peaks measured in the ASP experiments.

Experiment Peak Activity (Bq) Error

Nuclide number energy (keV) Calc. Exp. C/E (%)

97Nb 81 657.9 7.97E+01 1.04E+02 0.77 25.5%
82 657.9 8.57E+01 1.16E+02 0.74 27.9%
111 657.9 6.26E+01 8.66E+01 0.72 30.3%
112 657.9 5.97E+01 9.05E+01 0.66 33.6%
134 657.9 1.16E+03 1.12E+03 1.03 17.2%
226 657.9 4.74E+01 7.77E+01 0.61 42.0%
244 657.9 1.90E+02 2.10E+02 0.91 24.1%
284 657.9 4.47E+02 4.91E+02 0.91 22.9%

97mNb 81 743.4 4.90E+02 5.10E+02 0.96 38.6%
82 743.4 5.27E+02 6.72E+02 0.78 47.6%
111 743.4 3.85E+02 4.26E+02 0.90 43.1%
112 743.4 3.92E+02 3.60E+02 1.09 37.5%
226 743.4 1.47E+02 1.76E+02 0.83 54.0%
244 743.4 2.11E+02 3.89E+02 0.54 72.2%
284 743.4 4.96E+02 5.85E+02 0.85 51.5%
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