
PAPER • OPEN ACCESS

JINTRAC integrated simulations of ITER scenarios
including fuelling and divertor power flux control for
H, He and DT plasmas
To cite this article: E. Militello Asp et al 2022 Nucl. Fusion 62 126033

 

View the article online for updates and enhancements.

You may also like
Studies on the behaviour of tritium in
components and structure materials of
tritium confinement and detritiation
systems of ITER
K. Kobayashi, K. Isobe, Y. Iwai et al.

-

Safety aspects of fusion power plants
B.N. Kolbasov

-

Chapter 8: Plasma operation and control
Y. Gribov, D. Humphreys, K. Kajiwara et
al.

-

This content was downloaded from IP address 194.81.223.66 on 26/10/2022 at 15:25

https://doi.org/10.1088/1741-4326/ac90d4
https://iopscience.iop.org/article/10.1088/0029-5515/47/12/001
https://iopscience.iop.org/article/10.1088/0029-5515/47/12/001
https://iopscience.iop.org/article/10.1088/0029-5515/47/12/001
https://iopscience.iop.org/article/10.1088/0029-5515/47/12/001
https://iopscience.iop.org/article/10.1088/0029-5515/47/7/E01
https://iopscience.iop.org/article/10.1088/0029-5515/47/6/S08


International Atomic Energy Agency Nuclear Fusion

Nucl. Fusion 62 (2022) 126033 (23pp) https://doi.org/10.1088/1741-4326/ac90d4

JINTRAC integrated simulations of ITER
scenarios including fuelling and divertor
power flux control for H, He and DT plasmas

E. Militello Asp1,∗ , G. Corrigan1, P. da Silva Aresta Belo2,a, L. Garzotti1 ,
D.M. Harting3,a, F. Köchl1,b, V. Parail1, M. Cavinato4, A. Loarte5 ,
M. Romanelli6,a and R. Sartori4

1 CCFE, Culham Science Centre, Abingdon, Oxon OX14 3DB, United Kingdom
2 Nuvia Ltd Harwell, Didcot, Oxfordshire OX11 0RL, United Kingdom
3 Institut für Energie- und Klimaforschung IEK-4, FZJ, TEC Jülich, Germany
4 Fusion For Energy Joint Undertaking, Josep Pla 2, 08019 Barcelona, Spain
5 ITER Organization, Route de Vinon-sur-Verdon, CS 90 046, 13067 St. Paul Lez Durance Cedex, France
6 Tokamak Energy Ltd, Abingdon, Oxfordshire OX14 4SD, United Kingdom

E-mail: Elina.Militello.Asp@ukaea.uk

Received 17 February 2022, revised 22 August 2022
Accepted for publication 9 September 2022
Published 21 October 2022

Abstract
We have modelled self-consistently how to most efficiently fuel ITER hydrogen (H), helium
(He) and deuterium–tritium (DT) plasmas with gas and/or pellets with the integrated core and
2D SOL/divertor suite of codes JINTRAC. This paper presents the first overview of full
integrated simulations from core to divertor of ITER scenarios following their evolution from
X-point formation, through L-mode, L–H transition, steady-state H-mode, H–L transition and
current ramp-down. Our simulations respect all ITER operational limits, maintaining the target
power loads below 10 MW m−2 by timely gas fuelling or Ne seeding. For the pre-fusion
plasma operation (PFPO) phase our aim was to develop robust scenarios and our simulations
show that commissioning and operation of the ITER neutral beam (NB) to full power should
be possible in 15 MA/5.3 T L-mode H plasmas with pellet fuelling and 20 MW of ECRH. For
He plasmas gas fuelling alone allows access to H-mode at 7.5 MA/2.65 T with 53–73 MW of
additional heating, since after application of NB and during the L–H transition, the modelled
density build-up quickly reduces the NB shine-through losses to acceptable levels. This should
allow the characterisation of ITER H-mode plasmas and the demonstration of ELM control
schemes in PFPO-2. In ITER DT plasmas we varied the fuelling and heating schemes to
achieve a target fusion gain of Q = 10 and to exit the plasma from such conditions with
acceptable divertor loads. The use of pellets in DT can provide a faster increase of the density
in L-modes, but it is not essential for unrestricted NB operation due to the lower shine-through
losses compared to H. During the H–L transition and current ramp-down, gas fuelling and Ne
seeding are required to keep the divertor power loads under the engineering limits but accurate
control over radiation is crucial to prevent the plasma becoming thermally unstable.
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1. Introduction

The ITER Research Plan [1] foresees a progression of plasma
operational campaigns in hydrogen/helium, deuterium, and
ultimately deuterium–tritium mixtures for the demonstration
fusion power production. In the non-active operational phase
(pre-fusion plasma operation) commissioning of the tokamak
systems such as diagnostics, fuelling, heating and current
drive systems, in vessel coils and plasma control systems
will take place. Early operational experience and experimen-
tal results in hydrogen (H), helium (He), and then later in
deuterium (D) will in addition give insights on approaches
to optimise deuterium–tritium (DT) plasma scenarios. This is
important to secure ITER’s success in its primary objective
of realising high fusion performance. The plasma density pro-
file and its build-up are recognised to be very important in
establishing the best route to achieve the target fusion gain,
Q = 10, in ITER H-modes utilising the existing additional
heating [1, 2].

In present tokamaks, gas puffing and recycling can effec-
tively fuel the core plasma since neutral particles can pass
through the relatively cool, sparse edge plasma. In contrast,
the hotter and denser ITER edge plasma will be practically
impenetrable to hydrogenic neutrals, which will not reach the
separatrix the but will be ionised already in the far scrape-
off-layer (SOL) [3–6]. Thus, pellet injection, although its
deposition is rather peripheral in ITER, will be required to fuel
the core plasma in ITER.

So far ITER integrated plasma simulation studies of
fuelling and particle transport in ITER scenarios have been
performed by introducing the sources from the scrape-off
layer through boundary conditions/SOLPS parameterisations
in core plasma modelling suites (e.g. [7–12]). Steady-state
Q = 10 coupled core-edge transport calculations have also
been carried out [13]. There has also been work focussed
mainly on the magnetic evolution of the plasma where plasma
transport was rudimentarily modelled without any coupling
to the SOL/divertor plasma [14–16]. Here we here report
for the first time on simulations including coupled core-edge
transport calculations that follow the entire ITER plasma dis-
charge evolution past the X-point formation for a wide range
of ITER scenarios. This modelling approach allows us to
study and optimize the fuelling of the plasma and to adjust
the additional heating waveforms in H, He and DT plasmas
to achieve the required stationary plasma conditions while
avoiding operational limits, e.g. excessive neutral beam (NB)
shine-through, excessive loads on the first wall panels and
divertor power fluxes. In ITER the steady-state divertor power
handing is limited to 10 MW m−2, although fast transients

below 20 MW m−2 may be tolerated if their duration is short
not to consume a sizeable lifetime of the ITER divertor due to
recrystallisation causing mechanical fracture [17].

For non-active H and He plasmas we carried out L-mode
simulations to identify robust scenarios for which the density
is sufficiently high to commission and operate the NB at
the highest beam voltages with acceptable first wall loads;
namely a line-average density of 4.5 × 1019 m−3 in H and
3.0 × 1019 m−3 in He [18]. It is important to note that for
fuelling of H plasmas both H gas fuelling and pellet fuelling
are available. For He plasmas only gas fuelling can be used
to fuel He; it is possible to inject H pellets, but this can
lead to dilution and increase the density required to inject
NB with acceptable shine-through loads on the first wall.
In addition, the L–H power threshold also increases with
the H dilution in He plasmas [19–22] and thus injecting H
pellets into He plasmas can increase the required power to
access H-mode beyond the capabilities in the initial phase
of ITER operation, where H-mode plasmas are expected to
be first explored.

In our simulations of 15 MA/5.3 T ITER baseline scenario
plasmas with 50/50 DT composition, the main emphasis was
the optimisation of the fuelling and impurity seeding to achieve
high Q operational conditions with acceptable power loads to
the first wall and divertor. This requires a sufficient density
to inject the full power NB during the L-mode phase and an
optimised fuelling scheme after the plasma enters the H-mode
phase.

Previous studies have shown that an excessive density rise
in the initial H-mode phase can decrease the core plasma
temperature and prevent the fusion power build-up thus caus-
ing the return of the plasma to L-mode [23]. On the other
hand, a too low plasma density in this phase can lead to the
divertor power flux exceeding the design value of 10 MW m−2.
Therefore our H-mode access simulations have optimised the
fuelling rate and impurity seeding rates to reach a robust H-
mode in the minimal amount of time with high fusion gain
(Q ∼ 5) and this is then followed by a higher fuelling rate
in which the plasma density increases to ∼85%–90% of the
Greenwald limit at which Q = 10 is expected to be achieved
in ITER. Extensive fuelling optimisation studies for the sta-
tionary phases of ITER DT H-modes over a range of plasma
currents and toroidal fields are described in [24].

While the control of the density and divertor power fluxes
through divertor radiation by impurity seeding in the access
to high Q operation requires some optimisation, this is much
more challenging for the exit phase of high Q operation. In
this phase the plasma density decreases, which can lead to a
significant increase of the divertor power fluxes with values
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in excess of 10 MW m−2. Thus, careful adjustment of both
plasma fuelling (pellet and gas fuelling) and impurity (Ne)
seeding is required in the exit phase to prevent excessive diver-
tor power fluxes as well as the radiative collapse of the plasma
solution due to uncurbed divertor radiation. This radiative col-
lapse is reflected in our simulations by a numerical instability
that corresponds to the experimental situation in which full
plasma detachment takes place, possibly followed by a thermal
instability such as a MARFE. Although in this paper we use
the experimental terminology for this numerical instability, to
speed up the simulations we have turned off part of the required
physics (e.g. neutral–neutral collisions and some hydrogenic
molecular processes) to model these physical phenomena in
detail for ITER.

To model the above ITER plasma conditions and scenar-
ios comprehensively and self-consistently, we have employed
the integrated suite of core and SOL/divertor transport
codes JINTRAC [25] developed at JET. This suite connects
JETTO/SANCO [26, 27], a 1.5D core transport solver that
includes impurities, with EDGE2D/EIRENE [28, 29], a 2D
SOL/edge multi-fluid solver that comprises plasma interac-
tions with the ITER Be wall and W divertor including atomic
processes [30].

For simplicity, the only impurities that we have modelled
are Be and Ne. At the time of writing, we are carrying out
simulations including W, which will be presented in a future
publication. We did not consider seeding N instead of Ne,
even though the former seems to be a better divertor radiator
in present experiments, since it can lead to tritiated ammo-
nia formation, contributing to in-vessel tritium retention [31].
Indeed recent simulations show that N and Ne provide similar
capabilities regarding divertor radiation in ITER due to the
high plasma edge temperatures compared to present devices
[32] and consequently Ne remains the preferred choice for
ITER and in our simulations.

In the initial phase of our ITER JINTRAC simulation
studies, we conducted a considerable benchmark between
EDGE2D and SOLPS 4.3 [33], which showed that the
SOL/divertor physics description was in agreement between
the two codes [34] (see appendix B). Moreover, we have
also significantly modified EDGE2D to model plasmas with
He as the majority species. This has so far been validated
against SOLPS 4.3 and there is a recent activity to vali-
date it against JET He plasma experimental data. In this
paper we present what to our knowledge are the first fully
integrated core-edge simulations of He plasmas, applied to
ITER in this specific case. Another important outcome of this
code development work is that EDGE2D is now capable of
handling plasmas with two main hydrogenic species, which
is necessary for the evaluation of DT mixtures for differ-
ent gas and pellet fuelling schemes, and recycling for DT
plasmas.

The outline of the paper is as follows: in section 2 we
present the JINTRAC modelling suite and our modelling
assumptions. Our ITER simulation results for the non-active
phase are described in section 3 and the simulations of DT
plasmas in section 4 with a summary and conclusions in
section 5.

2. JINTRAC modelling assumptions

The simulations that we present here follow most of the time
evolution of the ITER DT and He H-mode reference plasma
scenarios from the initial L-mode at X-point formation at
low current through the build-up to the stationary ELMy H-
mode phase, including the L–H transition, the initial ELM-
free H-mode and, finally, the stationary ELMy H-mode phase
with controlled ELMs. For DT plasmas we have also studied
the H–L transitions, with particular emphasis on keeping the
divertor power load and divertor plasma temperature under
control. Overall, the main emphasis of the simulations in He
and DT has been on the fuelling requirements to achieve an
appropriate plasma density and to control its evolution for:
(1) the unrestricted use of the NB in L-mode plasmas to
trigger the L–H transition; (2) reaching and sustaining ELMy
H-mode conditions; and (3) for 15 MA DT plasmas, reaching a
Greenwald density fraction of 85%, which is required to obtain
Q = 10, the ultimate goal of ITER.

For H plasmas a set of dedicated studies was performed
to evaluate the possibility of achieving the minimum density
required for the unrestricted use of the ITER NB at high-
est injection energy (870 keV for H neutrals), in L-mode
plasmas. This is important for the use of the NB system in
the initial phases of ITER operation; the required density is
4.3 × 1019 m−3 for H plasmas, which is substantially larger
than for DT (2.5 × 1019 m−3). Hence, these simulations have
been carried out at constant values of field and current rather
than for the whole plasma scenario as was done for the He and
DT H-mode plasmas.

Contrary to existing tokamaks, the high recycling regime in
ITER (i.e. a much larger divertor flux than the outflux from the
core plasma) persists even at low separatrix densities and high
divertor temperatures [35], due to the large divertor plasma
dimensions which lead to a very efficient neutral ionisation.
Hence, for most plasma conditions in ITER a clear majority
of the recycled neutrals are ionised in the divertor plasma
and, typically less than 1% of the total neutral recycling flux
actually reaches, and is ionised in the core plasma [5]. This
renders gas fuelling and the ensuing increased recycling very
ineffective to fuel the core plasma and to increase the core
plasma density. Indeed, core plasma fuelling is foreseen to be
performed by the injection of pellets in ITER. This is modelled
with the modules NGPS [36] in L-mode and HPI2 [37] in
H-mode. Both models are integrated in JETTO and describe
the ablation and deposition of the pellet mass. HPI2 also
takes into account the post-ablation drift and the fast transport
phenomena due to the∇B drift of the ablation cloud. As shown
in figure 1 the EDGE2D/EIRENE model includes a pump
and stationary conditions are established when the pumped
neutral flux is equal to the gas + pellet fuelling flux and NB
particle source. The 2D grid used in EDGE2D was calculated
by GRID2D using a ITER reference equilibrium [38] covering
the whole plasma volume. This reference equilibrium was
developed within an iterative approach of exchanging engi-
neering and physics information obtained from the magnetic
and kinetic plasma scenarios developed by using DINA [39]
and CORSICA [40].
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Figure 1. Poloidal magnetic flux (ψ) map of the MHD equilibrium
for an ITER 15 MA/5.3 T plasma. Superimposed are the EDGE2D
grid (blue), the ITER first wall (red) and the divertor target structure
with dome, semi-transparent surfaces (blue) and pump (pink).

It should be noted that in the present work we have assumed
that recycled neutrals can only cool the plasma and therefore
do not contribute significantly to the recycling of energy in
the SOL/divertor. This is a sound assumption for recycling
on carbon or beryllium plasma facing materials, where fast
reflections (from an ion returning as an atom) are less prob-
able than thermal reflections (where the ion returns as part
of a molecule). In addition, with a carbon wall the recycled
power fluxes are also reduced by the formation of carbohydrate
molecules and by the relatively high wall retention of hydro-
genic species, which increases the power absorption of the
wall. The lower retention in W walls and the small hydrogen to
W mass ratio imply that fast reflections become more probable
from a W wall, which increases the recycled energy flux. In
appendix A we present an analysis of the impact of such effects
by using a model that is more sophisticated in its description
of the recycled energy flux from W than the one used in most
of the studies in the paper. The assessment in appendix A
shows that there is a minor effect on the core and SOL plasma
of the increased energy recycling coefficient whereas in the
divertor this effect is more significant and makes the divertor
less detached for given upstream plasma conditions in the
SOL. Hence, the presented simulations are more conservative
(provide a lower limit) with respect to the value of the sep-
aratrix density at which full divertor detachment (leading to
thermal instability) sets in, which could be slightly higher than
our estimates due to W recycling effects. This is supported by a
similar detailed analysis of material recycling effects on ITER
divertor performance with SOLPS-ITER [41].

In addition to the modelling of the fuelling of ITER plasmas
and the control of the density evolution, our simulations have

also addressed the control of divertor power loads. In ITER it
is required to maintain the divertor peak power fluxes below
their design limit of 10 MW m−2. For a range of plasma
scenarios conditions (typically high power/high current plas-
mas) the achievement of this power flux level has necessi-
tated the introduction of Ne into the plasma, which has been
modelled by a gas puff in the outer divertor target region.
The resulting Ne radiation in the SOL/divertor can be very
effective in reducing the power flux at the target and decrease
the divertor plasma temperature, which is important to limit
W sputtering. The latter is not included in our simulations
but an ion temperature of ∼5 eV at the location of maximum
ion flux is taken as a proxy for significant W sputtering to
take place.

For the lower power phases of the plasma scenarios
(e.g. L-mode phases) we have frequently observed that injec-
tion of Ne was not required to achieve power fluxes under
the ITER design limit; this could be achieved by increasing
the edge plasma density by gas fuelling alone. On the other
hand, in the phases where large SOL power fluxes occur
together with a fast evolution of the edge plasma parameters
(e.g. H-mode termination phases), it is extremely complex to
adjust gas fuelling and Ne injection to maintain the divertor
power flux under the design limit while avoiding a strong
detachment of the divertor. This is due to the strong coupling
between core and edge plasma (e.g. through the edge power
flux that determines the level of confinement which, in turn,
is affected by the increased core plasma radiation from the
injected Ne). In this paper we present the first results of the
control of the divertor power fluxes in such phases, which
has been achieved by manually tuning the gas fuelling and
Ne injection level by trial and error. A more systematic study
of power flux control in H-mode termination phases in ITER
scenarios requires appropriate feedback loops for gas puffing
and Ne injection to be implemented in JINTRAC; this work is
in progress and will be used for future ITER simulations.

The simulations presented here consider a single isotopic
species in the SOL and divertor to represent D and T. At
the separatrix the resulting ion density and neutral influx
from EDGE2D is transferred to the core plasma model in
JETTO as being composed of 50% D and 50% T. On the
other hand, the total DT plasma particle outflux crossing the
separatrix from JETTO is transformed into a single hydrogenic
isotopic specie when transferred to EDGE2D. Successful
core + SOL/divertor test simulations of JET DT plasmas have
been carried out with a more recent version of EDGE2D,
which can handle plasmas with two main hydrogenic species
[42]. The results of this version will be benchmarked against
JET hydrogen–deuterium experimental plasmas before it is
used predictively for ITER.

For the simulations presented here we have developed a
special version [5, 24] of the standard JETTO Bohm-gyro-
Bohm transport model tuned to GLF23 [43], by includ-
ing a collisionality dependent particle pinch, vpinch(ν∗) =
f (ν∗) · 0.5Dr/a2, where D is the cross-field particle diffusiv-
ity, ν∗ is the normalized electron collisionality and f (ν∗) =
min

(
1, exp(1 − ν∗/vth).The constant vth = 0.04 was obtained
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by matching GLF23 density predictions to BgB density pre-
dictions of ITER plasmas at different current and field. This
pinch reproduces the density peaking observed in GLF23
associated with anomalous transport fluxes at low collision-
alities. The transport of the impurities, Be sputtered from the
main chamber wall and Ne from seeding to keep the divertor
power fluxes acceptable are described by SANCO for the core
plasma. JINTRAC assumes that the impurity transport can be
described by the linear combination of neoclassical transport
of the impurities plus anomalous transport which is assumed
to be similar to that of the main ion species. We have used
NCLASS [44] to calculate the neoclassical transport for all
particle species (main ions and impurities).

As there is currently no simple model that accurately can
describe the cross-field transport in the SOL, we have assumed
in EDGE2D that the transport has a tanh decay from the sep-
aratrix values given by the core transport model assumptions,
to the fixed values, D = 0.3 m2 s−1 and χe = χi = 1 m2 s−1

in the far SOL, frequently used in ITER SOL simulations.
Additional effects from plasma drifts in the SOL/divertor have
not been taking into account. If an edge transport barrier is
present, the transport coefficients at the separatrix are extended
5 mm into the SOL. Moreover, simulations of JET L-mode
plasmas in the high-recycling regime show that transport in
this range, specifically flat profiles with χi,e = 0.5 m2 s−1,
D⊥ = 0.15 m2 s−1, is needed in order to match the density and
temperature at the outer midplane separatrix, and at the outer
divertor target [45, 46]. The cross-field transport we have used
is conservative with respect separatrix densities and onset of
detachment, as simulations with lower transport, still within
experimental observations in tokamaks, obtained higher core
densities for the same gas rate and heating power, and were
less prone to detachment [6].

Even if we have used ESCO, the internal fixed-boundary
equilibrium solver in JETTO, to advance the core equilib-
rium in our modelling, we had to fix the poloidal shape of
the EDGE2D grid for technical reasons. Consequently, in
our current ramp-up and ramp-down simulations the plasma
poloidal shape is assumed to remain unchanged and we have
altered the pitch of the magnetic field in the SOL to repro-
duce the change in connection length associated with the
changes to the poloidal field as the plasma current varies during
these phases.

The auxiliary heating schemes in the ITER baseline are
radio frequency (RF) heating by ECRH (electron cyclotron
resonant heating) and ICRF (ion cyclotron radio frequency
heating) and NB (neutral beam) injection, all of which are
included in the modelling. We have applied PENCIL [47] to
calculate the NB power deposition profiles in DT plasmas and
ASCOT [48] for He plasmas to get accurate power deposition
and beam shine-through.

ITER considers a range of ICRF heating schemes which
range from He3 minority and second harmonic T at a toroidal
field value of 5.3 T to H minority at 2.65 T for He plasmas.
Although the module PION [49], included in JINTRAC, is, in
principle, able to calculate the ICRF heating profiles, in the
simulations presented here we have, for simplicity, adopted
an ad-hoc Gaussian ICRF deposition profile centred on-axis

with the power equally allocated to the ions and electrons;
this is a good approximation for DT plasmas at 5.3 T while
it overestimates slightly the core ion heating for H minority of
He plasmas.

For ECRH heating we have also applied an ad-hoc Gaussian
power deposition but this time centred at a normalised minor
radius 0.2. The recent installation of GRAY [50] in JINTRAC
will allow to calculate the ECRH heating and current drive
self-consistently in future ITER studies. However, as the main
aim of this study is to determine fuelling requirements for
ITER scenarios and to investigate schemes for divertor power
load control, the use of ad-hoc RF deposition profiles is an
acceptable simplification.

In DT plasmas we took the α-particle heating into account
by applying the Mako model [51, 52] since the additional
heating it produces is essential for the 15 MA/5.3 T DT plasma
to reach and sustain H-mode. Moreover, the He ash was mod-
elled self-consistently in the core and SOL/divertor plasma and
pumped out in the divertor.

Since at this time, no first-principle model exists that can
correctly predict confinement transitions, we have relied on
experimental observations and scaling laws to determine the
power level at which the plasma accesses or exits the H-mode
confinement regime in ITER scenarios. One such scaling law
is the Martin L–H threshold scaling [53]

PLH = 2.15e±0.107n0.782±0.035
e20 B0.803±0.032

T S0.941±0.019 (1)

where PLH is the threshold power in MW, ne20 the line-average
density in 1020 m−3, BT the magnetic field in T, and S the
plasma surface area in m2. An L–H confinement transition is
assumed to occur in our simulations when

PLoss − PLH � 0, (2)

where PLoss, the loss power crossing the separatrix is

PLoss = POHM + Pabs − dW/dt − Prad − PFloss (3)

and POHM is the ohmic power, Pabs is the absorbed power,
W is the total plasma energy, Prad is the total radiated power
and PFloss is the fast ion losses. Conversely an H–L transition
occurs in the simulations when PLoss − PLH � 0.

The Martin scaling was derived for deuterium plasmas.
Experimental observations in AUG, DIII-D, and JET [20–22]
indicate that for He plasmas the L–H transition threshold
is higher by a factor of 1.44 than in D plasmas, a factor
which we have applied in our simulations of L–H transitions
in He.

The edge transport barrier (ETB) width has been deter-
mined with the EPED1 model [54, 55] and we have assumed
this value to remain fixed throughout the L–H and H–L tran-
sitions, i.e. whenever PLoss − PLH � 0. In addition, we allow
the level of remaining anomalous transport within the ETB to
depend on the surplus of heat flux through the separatrix, PLoss,
compared to power threshold PLH so that when

Ploss − PLH > 0 (4)
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χ, DETB = χ, Danomolouse
−(Ploss−PLH)/(PLHΔLH)

+ χ, DNeoclassical , (5)

where ΔLH defines the reduction of the anomalous transport
with the edge power flow margin over the power threshold.
To be consistent with JET experiments we have set ΔLH =
0.1 [56], which also allows for smoother transitions with less
dithering between L- and H-mode.

Following the L–H transition the pressure in the
ETB rises and the ballooning stability parameter
α = −(2μ0Rq2/B2)dp/dr

)
rises. When it gets to a specified

value, αcrit, evaluated on the basis of edge ideal MHD stability
with the codes MISHKA [57] and ELITE [58], we trigger
the continuous ELM model [59]. This consists of an ad
hoc elevation of transport in the ETB to maintain α = αcrit

throughout the stationary phase of the ELMy H-mode. This
is an approximation of the expected plasma behaviour of
ITER ELMy H-modes where ELM energy losses need to be
controlled to very small values through ELM suppression
[60].

Lastly, we have applied the Kadomtsev model [61] to model
the sawtooth reconnection. A sawtooth crash is prompted
when the safety factor drops below unity at the magnetic
axis. Although, a fixed minimum time (0.1 s) must have
passed since the previous crash to avoid too frequent crashes
destabilising the code. However, in most of our simulations
sawtooth crashes normally occur much more infrequently
than this.

3. JINTRAC simulations of the non-active phase of
ITER operation (pre-fusion plasma operation)

We have concentrated our non-active fuelling modelling stud-
ies on the achievement of appropriate L-mode densities in
H (4.3 × 1019 m−3) and He (2.7 × 1019 m−3) to permit
unrestricted operation and commissioning of the NB over the
whole range of injected hydrogen ion energy (500–870 keV)
up to the highest values, and on the achievement of ELMy
H-mode plasmas in He. Experimental evidence from several
tokamaks for hydrogenic plasmas, such as JET [19], show
that PLH ∝ 1/Aeff where Aeff is the effective atomic mass
and, hence, the threshold power for hydrogen plasmas is
expected to be significantly higher than for DT. For ITER
this implies that H H-modes are improbable at heating powers
below 100 MW at full current and field. Therefore, H-mode
studies in the non-active phase are expected to take place
at reduced currents and fields and most likely in He to take
advantage of the reduced power threshold compared to H plas-
mas (PH

LH = 1.4PHe
LH = 2PD

LH). Predictions for 7.5 MA/2.65 T
H-modes in ITER show that the ELMs could generate energy
loads above the melting limits for the W divertor monoblock
target and, hence, such plasmas provide highly relevant con-
ditions for the understanding of H-mode plasma behaviour
in ITER and for the commissioning and refinement of the
ELM control system to demonstrate that ITER can achieve
the required level of ELM control before the start of nuclear
operations [1].

3.1. Hydrogen L-mode simulations of 15 MA/5.3 T plasmas

Our simulations of 10 MA and 15 MA hydrogen L-mode
plasmas at 5.3 T foresee that fuelling with gas only will be
insufficient to obtain the density of 4.3× 1019 m−3 required for
unrestricted NBI operation, even when the plasmas are heated
with the maximum baseline level of 40 MW RF power. Indeed,
for both currents we only reached line-average densities of up
to ∼2.8–3.1 × 1019 m−3 for a gas rate between 2.5–3.0 ×
1022 s−1 (figure 2). For higher gas fuelling rates the divertor
strongly detaches, which could lead to the triggering of radia-
tion instabilities such as a MARFE. Moreover, the separatrix
density saturates and consequently the core density does not
increase with gas fuelling beyond these rates.

To increase the density further, we have switched to dom-
inant pellet fuelling by reducing the gas rate to a very low
value of 5.0 × 1020 s−1 and injecting pellets (90 mm3/5.3 ×
1021 particles) into the plasma. By applying an initial pellet
frequency of 3.3 Hz and then increase it to 4 Hz at 182.5 s, a
15 MA/5.3 T hydrogen L-mode plasma can reach a line-
average density of ∼4.6 × 1019 m−3 even when it is heated by
only 20 MW of ECRH (figure 2). To ensure that this plasma
remains thermally stable the gas fuelling needs to be kept at
very low values. As a rule of thumb, target temperatures less
than 1 eV indicate a high level of detachment in our simula-
tions and a likelihood of high recombination rates, the ionisa-
tion front creeping close to the x-point and thermal instability
of the solution. For these pellet-fuelled hydrogen plasmas,
the inner target temperature remains above 1 eV although the
outer target temperature can momentarily decrease below this
value due to the intermittent particle outflux from the plasma
caused by the injected pellets. It is important to note that
these simulations do not contain extrinsic impurities such as
Ne seeding because the divertor power loads remained well
under 10 MW m−2; the Be content was also very low in these
simulations with Zeff ≈ 1 throughout the core and edge plasma.

3.2. Simulation of He H-mode scenarios at 7.5 MA/2.65 T

We have performed simulations of ITER helium H-mode
plasma 7.5 MA/2.65 T scenarios including the plasma cur-
rent ramp-up right after X-point formation and the access to
stationary H-mode. The starting conditions correspond to a
diverted He L-mode plasma at 3 MA/2.65 T with 20 MW
ECRH heating and a volume-average electron density of
1.0 × 1019 m−3; the modelled ramp-rate is 200 kA s−1 leading
to the 7.5 MA flat top current being reached 22.5 s after
X-point formation. To model the current carrying equilibrium
we rescaled the poloidal flux ψ with increasing current and
adjusted correspondingly the edge field line pitch in the SOL
while maintaining a constant plasma shape. The latter is also
used as boundary condition for ESCO, which regularly updates
the core equilibrium. We also considered different levels of
gas puff to investigate the resulting increase in density. From
the results of the simulations it is clear that the density ramp
rate during the current ramp-up is exceptionally sensitive to
the prescribed gas rate. If the rate is too high (>6 × 1021 s−1),
it can cause early detachment of the divertor and thermal
instability of the numerical solution, whereas if it is too low
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Figure 2. Integrated modelling of an ITER 15 MA/5.3 T H L mode
plasma with gas fuelling 3.0 × 1022 s−1 and 40 MW of ECRH
(magenta); and pellet fuelling, 5.3 × 1021 particles/pellet at
3.3–4.0 Hz (corresponding to a fuelling rate of ∼1022 s−1), with gas
fuelling 5.0 × 1020 s−1 and 20 MW of ECRH (blue). Shown from
top to bottom are line average density, on-axis ion temperature,
outer target electron density, outer target electron temperature,
max power flow to the outer target and the outer target ion
temperature at the maximum ion flux. For the latter two signals data
was only saved at the end of each simulation window, hence the
discrete data points (apart from the last window of qmax

OT in the
pellet-fuelled simulation where we also got continuous data). Most
of these discrete points do not capture the sawtooth crashes clearly
visible in the on-axis ion temperature, except for the where there is a
sharp increase in maximum heat load. It would be reasonable to
assume that similar sharp spikes in the heat load to the targets exist
for each sawtooth crash but are simply not captured. The pellet
causes oscillations in the target temperatures rendering the outer
target transiently detached (Te < 1 eV). The gaps in the time traces
of nOT

e and TOT
e were caused by memory restrictions in the

simulations preventing all data from being saved.

(<1 × 1021 1 s−1), the density cannot be increased together
with the plasma current as required for the later access to
H-mode in this scenario. To ensure the achievement of the
required density we have implemented a numerical feedback
scheme in the JINTRAC suite to change the level gas puff to
provide a density ramp at a given Greenwald fraction, which
we have chosen to be ∼50%.

In the He current ramp-up simulation at about 236 s, the
density has already almost risen to the target value that is
modelled for steady-state L-mode plasmas at 7.5 MA/2.65 T
(figure 3). Because the plasma current had gotten to no more
than 5.5 MA, the simulation should be prolonged at a constant
density with varying current to obtain the flat top plasma
current value of 7.5 MA. However, at this core plasma den-
sity, current and ECRH power the inner divertor was nearly
detached, so we could not increase the current and finish the
simulation due to numerical instabilities. Future work will
look at how to fine-tune the He fuelling rate to achieve a
viable current ramp-up. Note that the steady-state He L-mode
simulations at 7.5 MA/2.65 T with 20 MW of ECRH could
only reach line-average densities of ∼2.1 × 1019 m−3 with a
He gas fuelling rate of 7.0 × 1021 s−1 before the He radiation
front in the divertor started to move to the X-point and render
the divertor conditions unstable.

This density is lower than the target feedback value for
the current ramp at 7.5 MA; 50% of the Greenwald limit
corresponds to ∼3.0 × 1019 m−3, which is similar to the
required value for unrestricted NB operation (at full power of
33 MW) in He plasmas, which in turn is essential for H-mode
access in these plasma conditions.

In order to determine if shine-through losses would be a
problem in the H-mode access phase, we have modelled the
L–H transition density rise after 33 MW NB power is injected
in a 7.5 MA/2.65 T He plasma with 20 MW of ECRH heating
and a line-average density of ∼2.1 × 1019 m−3. The NB depo-
sition and shine-through losses (PST

NB) have been evaluated with
ASCOT and, as shown in figure 4, it is found that the plasma
density increases rather quickly after the H-mode transition so
that shine-through losses reduce from 20% to 3%–6% in about
5 s. We therefore expect that the resulting power fluxes on the
first wall remain acceptable in this phase [18].

To test the sensitivity of H-mode access in He to threshold
assumptions, we have performed simulations for two values
of the L–H threshold in He; one optimistic assuming the
same threshold for He and D plasmas as observed in ASDEX-
Upgrade, and another more realistic, assuming that the He
H-mode threshold is higher than that of D by a factor 1.4
as determined through experiments on JET, DIII-D, Alcator
C-Mod, etc. As anticipated, the lesser L–H threshold in the
optimistic case permits a swifter transition to ELMy H-mode
(figure 4) with the edge stability ballooning parameter reach-
ing α = αcrit = 2.1 in ∼3.5 s after switching on the NB. On
the other hand, after 5 s the case with the a less optimistic
threshold still remains in the ELM-free phase of the transition
(α ≈ 1.4 < αcrit = 2.1) as the remnant anomalous transport
remains too high to achieve significantly improved confine-
ment. In this case a faster access to ELMy H-mode would
require the use of the available 20 MW ICRH besides the
33 MW of NB and 20 MW of ECRH used in these simulations.

4. JINTRAC simulations of the ITER 15 MA/5.3
T Q = 10 baseline plasma scenario

The current ramp-up and ramp-down phases are important for
the achievement of ITER fusion production goals. We have
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Figure 3. Simulation of a He plasma current ramp-up with 20 MW
ECRH from X-point formation at 3 MA/2.65 T to flat-top current
and field of 7.5 MA/2.65 T. Shown from top to bottom are plasma
current, electron density, electron temperature, ion temperature,
electron temperature and density at the outer target, maximum
power flow to the outer target and the outer target ion temperature at
the maximum ion flux. The first part of the solid (on-axis) and
dashed (volume-average) lines shows the simulated ramp up to
5.5 MA, the second part shows the steady state target L-mode prior
to NB injection at 7.5 MA. The dotted line shows the missing part of
the simulation, which could not be completed as the inner divertor
approached detachment.

therefore performed full simulations of the Q = 10 baseline
scenario from X-point formation in the current ramp-up to
X-point to limiter transition in the current ramp-down. A full
account of these simulations can be found in [62]. During
the current ramp-up the plasma current is increased towards
the target value for the high Q burning plasma phase. In the
ramp-down phase the plasma must exit burning conditions and
needs to be terminated in a controlled way while avoiding
disruptions both when the termination can be performed over
long timescales and when the timescales are shorter following,
for instance, malfunctions of one or more ancillary systems
(e.g. heating and current drive systems).

It has been observed that the SOL width varies strongly with
plasma current in H-mode and likely in L-mode as well. In

Figure 4. H-mode access for 7.5 MA/2.65 T He ITER plasma with
33 MW NB and 20 MW ECRH. Shown from top to bottom are core
plasma energy, line average density, power crossing the separatrix
(solid) vs L–H threshold power (dash-dot), neutral beam
shine-through power, pedestal ballooning parameter α, outer target
electron density and temperature, maximum power flow to the outer
target and the outer target ion temperature at the maximum ion flux.
With an optimistic assumption for the L–H power threshold (blue,
assuming same threshold for D and He plasmas) the He plasma
reaches the ELMy H-mode (ballooning parameter α = αcrit = 2.1)
in ∼3.5 s after the NB has been turned on. As we have applied the
continuous ELM model in JINTRAC, the pedestal pressure gets
clamped at α = αcrit and the thermal energy content (W th) and
line-average density (nel) saturate. The case with a realistic L–H
threshold (magenta, He H-mode threshold 1.4 times that of D
plasmas) the plasma enters the H-mode but is still far from
stationary ELMy H-mode conditions (α ≈ 1.4) at the end of the
simulation time.

H-mode, our simulations capture this effect as the continuous
ELM model determines the H-mode edge transport, which is
tuned to stay at the MHD limit once the pressure (αcrit) is high
enough. Therefore, the effective edge transport coefficients
that extend 5 mm into the SOL in H-mode, scale inversely
with Ip and thus so will the edge e-folding lengths [24]. These
will be similarly affected in L-mode, as in this case the edge
transport is dominated by the Bohm contribution, which is
inversely proportional to the local magnetic field and thus also
to the enclosed plasma current.
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Figure 5. JINTRAC modelling results of the current-ramp up and access to Q = 10 (left) for the DT ITER baseline scenario with L–H
transition at 15 MA with 33 MW NB +20 MW ECRH. Slow (solid) and fast (dashed) density ramp after the transition show that a too fast
density ramp-up prevents access to Q = 10 conditions. Current ramp-down and exit from Q =10 conditions (right) in the ITER DT baseline
scenario with the H–L transition by switching of the additional heating at 15 MA (dashed) and at ∼10 MA (solid). Signals shown from top
to bottom are plasma current, applied auxiliary power, Greenwald density fraction, ion temperature on-axis, fusion Q or power, maximum
power flux to the outer target, total Ne concentration in the SOL and divertor, and the outer target ion temperature at the maximum ion flux.

Our simulations of the baseline scenarios have been per-
formed from early X-point formation at 3 MA/5.3 T at 10 s,
which allows the application of auxiliary heating to lower the
flux consumption in the ramp-up phase. The simulated current
ramp-up rate of 200 kA s−1 leads to 15 MA being reached at
70 s (figure 5, left), which is well within the capabilities of
the ITER poloidal field system. At this stage the additional
heating is increased to trigger the H-mode transition which
finally results in flat-top 15 MA/5.3 T ELMy H-mode plasma
condition with a Greenwald density fraction of 85%, and a
fusion gain of Q = 10. Our simulations have demonstrated
that such a plasma scenario is indeed feasible within the
physics basis and models included in the JINTRAC modelling
suite (which has been compared to experiment) and without
exceeding physics or design limits of the ITER components
(e.g. divertor power fluxes). This has been demonstrated for
both flat-top conditions corresponding to specific instants of
the Q = 10 scenario as well as for the scenario as a whole, as
illustrated in (figure 5).

The studies of the achievable density in ITER DT L-modes
show that for a given input power, the core density builds

up with the gas fuelling rate and then saturates [5, 6, 63],
following the same qualitative trends as for H and He plasmas
in section 3. If the gas rate is further increased, the divertor
plasma enters a deeply detached state that leads to the thermal
instability of the solution and the termination of the simu-
lation. Our JINTRAC modelling suggests that in the current
ramp-up of the Q = 10, a Greenwald density fraction of less
than 35% can be anticipated with gas fuelling and merely
20 MW of RF heating [6, 63]. With more RF heating higher
fractions can be achieved with gas fuelling only, especially at
lower currents. Nevertheless, it is more effective to use pellet
fuelling if higher densities are required during the ramp-up,
in qualitative agreement with the H L-mode simulations in
section 3. It is important to note, however, that during the
DT phase the ITER NB will be operated in D at 1 MeV
(for the full power of 33 MW) and that the density required for
unrestricted NB operation in DT plasmas (∼2.2 × 1019 m−3)
is much lower than for He and H so that at ∼35% of nGW,
unrestricted NB operation is possible for currents above 8 MA.
At present NB injection at such low levels of plasma currents
is not considered in the Q = 10 scenario development. Still, if
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necessary, full NB power at lower currents would be feasible
by dominant pellet fuelling as demonstrated in section 3.

Aligned with prior JINTRAC core-only predictions [23],
our fully integrated core + SOL/divertor simulations indicate
that the build-up of the fusion power, and corresponding α
heating, is essential (on top of additional heating) to provide
sufficient margin above the L–H threshold power in order to
access quasi-stationary ELMy H-mode burning plasma condi-
tions [63]. This requires a careful optimisation of the plasma
fuelling in the H-mode access phase so that the core ion
temperature can increase to values (>10 keV) at which DT
fusion reaction rates are significant and can contribute to the
total heating power. This leads to further improvement of the
H-mode performance through the concomitant reduction of the
transport in the ETB. This is illustrated in figure 5 (left) where
two pellet fuelling rates are applied after the L–H transition
in the ITER Q = 10 scenario. For the highest rate the plasma
returns to L-mode after a brief, ELM-free phase following the
H-mode transition because of the insufficient α heating and
edge power flow.

In this Q = 10 scenario the divertor power loads remains
under the 10 MW m−2 limit without utilising extrinsic impu-
rity seeding (Ne) in the ELM-free phase up to Q ∼ 5. For
higher Q phases and quasi-stationary conditions, Ne seeding is
essential to maintain acceptable divertor power fluxes. Unde-
niably, the need to maintain sufficient divertor radiation to
lower the divertor power flux to tolerable values introduces
specific complications when considered together with core
plasma fuelling with pellets and the associated particle flux
transients.

It should be noted that even if we only show the total
Ne concentration in the SOL and divertor in figure 5, the
local Ne levels are determined by the SOL/divertor transport
and, in general, increases towards the separatrix and higher
densities is also seen at the inner divertor leg. In addition our
simulations show that although Ne penetrates to the magnetic
axis, the total core penetration of Ne remains low (<0.24%)
in the current ramp-up simulations and therefore its associated
radiation (<5 MW) does not adversely affect the quality of the
H-mode or produced fusion power.

Our simulations of pellet fuelling of 15 MA/5.3 T ITER
ELMy H-mode Q = 10 plasmas with acceptable divertor
power fluxes, which requires a separatrix density ∼5.5 ×
1019 m−3 and Ne seeding, show that the pellet size must
be carefully optimised to achieve a fully integrated scenario
(including fuelling, particle and power exhaust); pellets with
a particle content larger than 5.5 × 1021 atoms lead to deep
transient divertor detachment after pellet injection and the
thermal collapse of the plasma solution [24, 63].

The current ramp-down is typically expected to be twice
as long as the ramp-up phase. This is to allow for a slow
exit from H-mode and ramp-down of the current, which
ensures good vertical stability control (not included in sim-
ulations). At the beginning or during the current ramp-down
phase the plasma exits the burning conditions. Throughout
the ramp-down itself, the plasma current is reduced care-
fully to guarantee a controlled termination that avoids verti-
cal stabilities and disruptions [64]. This is a complex phase

as the control of vertical stability is linked to plasma shape
and radial plasma position control. Consequently fast losses
of plasma energy (such as during H–L transitions) that can
trigger both large divertor power fluxes and radial inwards
shifts of the plasma, might lead to the loss of vertical stabil-
ity, if the limits of the vertical stabilisation systems in ITER
are exceeded.

To study plasma behaviour in the ramp-down phase we have
considered a current ramp-down evolution from 15 MA/5.3 T
Q = 10 burning plasma to 3 MA/5.3 T in ∼90–120 s,
depending on the plasma current at which the H–L transition
takes place (figure 5, right). Our model of the ETB trans-
port modification with a margin above the H-mode threshold
(equation (5)) results in a period of ∼5 s in which the plasma
energy decreases from H-mode values to L-mode values in
the exit phase. This timescale agrees with present experiments
[23, 65] and allows the sustainment of good radial position
control in this phase.

On the other hand, power fluxes to the divertor can be
very substantial in the initial phase of the H-mode termina-
tion. To avoid the divertor power fluxes to exceed the limit
of 10 MW m−2 and W sputtering to significantly increase
(W is not modelled in our simulations but an ion temperature of
∼5 eV at the location of maximum ion flux is taken as a proxy
for significant W sputtering to take place), it is necessary to
use Ne seeding.

In later, low power phases of the ramp down, where the edge
power flow decreased, we had to carefully tune down or even
turn off Ne seeding to ensure that the Ne level in the plasma is
reduced by the pumping system sufficiently fast to avoid deep
detachment of the divertor. In our modelling we did the tuning
of plasma fuelling, Ne seeding, etc, by manual adjustment.
Figure 5 (right) illustrates the results for two examples: a
complete switch-off of the additional heating at the end of
the 15 MA flat top; and for an H–L transition in the current
ramp-down itself (at around 10 MA).

In conclusion, these simulations show that integrated sce-
narios for burn termination with stable plasma behaviour and
acceptable divertor power fluxes can be obtained with the
ITER heating & current drive and fuelling/impurity seeding
systems. However, the ambition to progress further in the
optimisation of this complex phase has prompted the devel-
opment of more sophisticated divertor power load feedback
control loops in the JINTRAC modelling suite. This will avoid
the computationally intensive trial and error approach that we
followed to achieve the results in figure 5.

5. Summary and conclusions

In this paper, we have presented integrated core-SOL/divertor
transport modelling with JINTRAC of the non-active and
nuclear phases of ITER plasma scenarios, as well as the first
core-SOL/divertor simulations of He plasmas and of the full
DT Q = 10 scenario including the current ramp-up/down
diverted phases. In these studies of ITER plasmas, avoiding
deep detachment was a primary consideration and indeed often
the limiting factor in the our efforts to reach the desired
densities.
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We have demonstrated that pellet fuelling is the most effi-
cient way to increase plasma density in L-mode plasmas and
that it will be required to provide unrestricted NB operation in
15 MA/5.3 T hydrogen L-mode plasmas in order to avoid full
divertor detachment. For He plasmas gas fuelling alone is suffi-
cient to provide access to H-mode conditions at 7.5 MA/2.65 T
by reducing the shine-through losses to operationally accept-
able values through the associated density increase in the
L–H transitions. Nevertheless, as the higher density also raises
the L–H power threshold, reaching ELMy H-mode with only
33 MW NB and 20 MW ECRH is uncertain and will depend on
the actual He L–H power threshold in ITER. For DT plasmas
the use of pellet fuelling is less essential for unrestricted NB
operation due to the lower NB shine-through losses in such
conditions.

Only when using pellet fuelling, our results predict that,
commissioning and operation of the ITER NB system to full
power is possible in 15 MA/5.3 T L-mode hydrogen plasmas
with 20 MW of ECRH. Similarly, He H-mode plasmas at
7.5 MA/2.65 T with an additional heating level of 53–73 MW
can be achieved, which allows the characterisation of H-mode
plasmas and the demonstration of ELM control schemes in the
non-active phase before ITER DT operation.

Our integrated simulations demonstrate that access to high
Q conditions in ITER DT plasmas requires an optimised build-
up of theα heating after the L–H transition because the margin
above the L–H threshold provided by the additional heating is
moderate for high current 5.3 T DT plasmas in ITER. This
optimised α heating build-up can be achieved by tuning the
density rise through pellet fuelling with an initial low fuelling
rate phase to allow the ion temperature to build up in the
plasma to, typically Q ∼ 5, followed by a larger rate to provide
the density rise to the quasi-stationary Q = 10 ELMy H-mode
conditions with 85% of nGW.

For the high Q (typically Q > 5) transient and quasi-
stationary phases to reach the Q = 10 scenario, Ne seeding
is required to maintain the divertor power fluxes under the
10 MW m−2 limit. This introduces a complex interaction
between power flux control, particle control and fuelling when
pellets are used to fuel the plasma due to the intrinsic particle
fluxes that they cause. Pellets beyond a given size can trigger
transient deep divertor detachment leading to the thermal col-
lapse of the solution. The physics is subtle, and fully integrated
simulations are therefore required when considering fuelling
optimisation of ITER high Q plasmas; individual optimisation
of separate aspects of particle and power control may be
misleading.

Our integrated JINTRAC simulations of the exit from burn
in the Q = 10 scenario show that the flexibility of the ITER
systems can provide conditions in which plasma position con-
trol can be maintained and power fluxes to the divertor remain
under the acceptable limit. This involves careful optimisation
of fuelling and impurity (Ne) seeding to ensure it provides
the necessary divertor radiation in the phases with high edge
power flow (initial phase of the H-mode termination) and that
Ne content is sufficiently low in later phases of the termination
when the edge power fluxes are lower (end of H-mode and
L-mode phases).

While these initial simulations indicate that the flexibility
of the ITER fuelling, heating and impurity seeding systems
is appropriate to ensure a robust access to/exit from and sus-
tainment of Q = 10 burning plasmas, the plan for a detailed
optimisation of heating and fuelling for a wide range of ITER
high Q scenarios have prompted new feedback loops to be
implemented in JINTRAC to improve the productivity of the
code by avoiding much of the trial and error that has been
required to perform the present work.
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Appendix A. Assumptions on energy recycling in
the SOL/divertor and their impact on simulation
results

A.1. Introduction

In this appendix, we explore how different modelling assump-
tions, with regards to the energy of the recycling neutrals in the
SOL/divertor, affect the properties of the overall plasma sim-
ulations and, in particular the divertor plasma. JINTRAC has
historically assumed that the plasma ion energy source from
charge exchange always acts as a sink (i.e. charge exchange
from reflected neutrals always cools the ions), because the fast
wall reflection of energetic neutrals was considered to be neg-
ligible. This assumption is reasonable when the plasma facing
components (PFCs) are made from low Z materials (like C or
Be), but increased reflection of fast neutrals arises in the case
of PFCs made from higher Z materials (like W). Reflection
of energetic neutrals increases the plasma ion energy source,
and charge exchange can become a source of ion heating in
the SOL/divertor. All the ITER simulations in the main part
of this paper were carried out using the original JINTRAC
assumption that reflected neutrals only cool the plasma. In this
appendix we repeat a few reference ITER simulations from the
main paper, using an improved model in JINTRAC to allow
for a positive heat source from reflected energetic neutrals.
This demonstrates that the improved model has only a modest
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Figure A.1. Comparison of time traces with W-like (red, solid)
and Be-like (blue, dashed) divertor energy assumptions for a
10 MA/5.3 T ITER hydrogen L-mode with 20 MW ECRH and no
impurities. The applied gas rate was 5.0 × 1020 s−1 and pellets
(90 mm3/5.3 × 1021 particles) were injected with a frequency of
4 Hz. Sawtooth crashes are visible in the on-axis ion temperature
time trace. Shown from top to bottom are volume-average core ion
density, on-axis ion temperature, outer midplane (OMP) separatrix
ion and electron temperatures and densities.

impact on the predicted ITER scenarios; to assess the worst
possible cases we consider conditions with high ion divertor
temperatures where the effect under study should be largest
although these are not realistic for ITER operation with a W
divertor because of excessive W sputtering due to high ion
temperatures and divertor power fluxes exceeding 10 MW m−2

in some cases.
When an ion hits a PFC one of three processes can happen:

(1) the particle and its energy are absorbed by the wall; (2)
thermal reflection, i.e. the ion returns as a molecule with
PFC temperature and a cosine angular distribution; or (3)

Figure A.2. Comparison of the outer-mid-plane SOL profiles at
188 s of ion (left) and electron (right) temperatures (top) and densi-
ties (bottom) with W-like (red, solid) and Be-like (blue, dashed)
divertor energy recycling assumptions for a 10 MA/5.3 T ITER
hydrogen L-mode with 20 MW ECRH and no impurities. The
applied gas rate was 5.0 × 10 20 s−1 and pellets (90 mm3/5.3 × 1021

particles) were injected with a frequency of 4 Hz.

fast reflection, i.e. the ion returns as an atom with a frac-
tion of the impact energy and angular distribution calculated
by the TRIM database [66, 67]. For absorption and thermal
reflections all or most of the energy is absorbed by the wall
material and it would be correct to assume that the thermally
reflected molecules are colder than the plasma and that the
ensuing charge exchange process would cool the ions. Under
detached conditions molecular dissociation processes, which
are included, may provide significant heating due to the for-
mation of Franck–Condon atoms [37]. Moreover, absorption
and thermal reflection processes are the most likely ones in
absorbing materials with an atomic mass close the plasma fuel
species, such as carbon. In beryllium, a material with much
lower fuel retention than carbon [68, 69] but also lower mass,
thermal reflections dominate as well. The fuel retention in
tungsten is also very low, but the much higher atomic mass
promotes fast reflections where, on average, ∼50% of the
impact energy [66, 67] returns to the plasma via highly ener-
getic atoms. These may heat the ions through charge exchange
processes and thus keep the divertor plasma hotter and reduce
the likelihood of full detachment.

A.2. L-mode comparisons for ITER H plasmas

In this case we study the effect of the different modelling
assumption of energy recycling as described in appendix A.1
on a pellet-fuelled 10 MA/5.3 T pure hydrogen plasma with
20 MW of ECRH. To ensure acceptable divertor power fluxes,
gas is fuelled at a rate of 5.0 × 1020 s−1 besides the fuelling

12



Nucl. Fusion 62 (2022) 126033 E. Militello Asp et al

Figure A.3. Comparison of outer target profiles at 188 s of ion (left)
and electron (right) temperatures (top) and densities (bottom) with
W-like (red, solid) and Be-like (blue, dashed) divertor energy
recycling assumptions for a 10 MA/5.3 T ITER hydrogen L-mode
with 20 MW ECRH and no impurities. The applied gas rate was
5.0 × 1020 s−1 and pellets (90 mm3/5.3 × 1021 particles) were
injected with a frequency of 4 Hz.

by pellets (90 mm3/5.3 × 1021 particles), which we inject at a
frequency of 4 Hz.

Figure A.1 shows that the volume-averaged core ion density
and on-axis ion temperature are not affected by the divertor
energy recycling assumptions but that there is a very minor
effect on the outer-mid-plane (OMP) electron and ion densi-
ties and temperatures. This is supported by the nearly iden-
tical OMP profiles at the end of the simulation (figure A.2).
Only at the divertor plates can we observe the impact of the
different energy recycling assumptions. At the outer diver-
tor (figure A.3) the densities and temperatures are some-
what higher for the correct W energy recycling assumptions,
whereas at the inner divertor (figure A.4) we only see an
increase in the target plasma temperatures. We have also
obtained very similar results for pellet-fuelled (90 mm3/5.3 ×
1021 particles, injection frequency 3.3–4 Hz) 15 MA/5.3 T
pure hydrogen plasma simulations with 20 MW of ECRH
and with a gas rate of 5.0 × 1020 s−1. The main differences
between the 10 and 15 MA cases are: (1) a slight increase
of a few eV in the OMP ion temperature close to the plasma
boundary for 15 MA; (2) a ∼0.1 × 1019 m−3 increase of both
ion and electron OMP separatrix densities for 15 MA; and (3)
a more pronounced increase in the inner target temperatures
at 15 MA.

A.3. H-mode comparisons for ITER DT plasmas

In this section, we examine the impact of the energy-recycling
modelling assumptions on a 15 MA/5.3 T DT H-mode with
33 MW of NB and 20 MW of ECRH heating. On top of a

Figure A.4. Comparison of inner target profiles at 188 s of ion (left)
and electron (right) temperatures (top) and densities (bottom) with
W-like (red, solid) and Be-like (blue, dashed) divertor energy
recycling assumptions for a 10 MA/5.3 T ITER hydrogen L-mode
with 20 MW ECRH and no impurities. The applied gas rate was
5.0 × 1020 s−1 and pellets (90 mm3/5.3 × 1021 particles) were
injected with a frequency of 4 Hz.

gas rate of 1.0 × 1020 s−1 we simulate pellet fuelling (50/50
DT, 74 mm3/4.6 × 1021 particles) to achieve a target density
of ∼1.0 × 1020 m−3, as required for Q = 10 operation in
ITER. JINTRAC automatically adjusted the frequency of the
pellets to reach and maintain this target through appropri-
ate feedback. These simulations also included impurities, Be
sputtered from the main vessel wall and Ne from seeding
(1.0 × 1020 s−1) to reduce the divertor power fluxes, although
the maximum power flux fluctuated between 5–30 MW m−2

at the outer target and between 5–15 MW m−2 at the inner
target. Even if this case uses the latest assumptions for the
ion energy source model, it should be noted that the power
loads values quoted above are overestimated compared to
the real values, since JINTRAC does not correct for the
neutral reflected energy and this effect will decrease the
power loads.

For the two different energy-recycling assumptions, the
core time traces of the ion volume-average density and on-axis
temperature are quite similar (figure A.5). This holds true for
the time traces of the OMP separatrix temperatures as well.
However, the OMP separatrix density with W-like energy recy-
cling assumptions evolves with time whereas it remains rather
stationary with Be-like energy recycling assumptions. This is
likely due to a slight difference in the particle flux crossing the
separatrix from the core into the SOL due to the higher energy
of the recycled neutrals and increased core ionisation, which
allows for a build-up of the OMP density in the W energy
recycling assumptions case. This is also the cause of the differ-
ent timings of the pellet injections as a pellet is not triggered
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Figure A.5. Comparison of time traces with W-like (red, solid) and
Be-like (blue, dashed) divertor energy recycling assumptions for a
15 MA/5.3 T ITER DT H-mode with 53 MW auxiliary heating and
including intrinsic and extrinsic impurities, Be and Ne, respectively.
The applied gas rate was 1.0 × 1022 s−1 and pellets (50/50 DT,
72 mm3/4.2 × 1021 particles) were injected with an automatically
adjusted frequency to achieve a line-average density of ∼1.0 ×
1020 m−3. Shown from top to bottom are volume-average core ion
density, on-axis ion temperature, outer midplane (OMP) separatrix
ion and electron temperatures and densities, and outer midplane
particle flux crossing the separatrix.

unless the density goes below its target value by the feedback
loop. Besides these small differences, the OMP SOL profiles
are nearly identical (figure A.6). There are small variations
(�10% at peak values) in the OT divertor profiles (figure A.7),
while we can observe a more significant difference in the IT
divertor ion temperature (∼30% at peak value) even if the other
IT profiles differ by about 10% at peak values (figure A.8).
It is important to remember that the plasmas modelled corre-
spond to well attached conditions with minimal ionisation and
recombination sources at the strike points (not shown). These
plasma conditions are expected to show the largest differences

Figure A.6. Comparison of outer-mid-plane SOL profiles at 261.5 s
of ion (left) and electron (right) temperatures (top) and densities
(bottom) with W-like (red, solid) and Be-like (blue, dashed) divertor
energy recycling assumptions for a 15 MA/5.3 T ITER DT H-mode
with 53 MW auxiliary heating and including intrinsic and extrinsic
impurities, Be and Ne, respectively. The applied gas rate was
1.0 × 1022 s−1 and pellets (50/50 DT, 72 mm3/4.2 × 1021 particles)
were injected with an automatically adjusted frequency to achieve a
line-average density of ∼1.0 × 1020 m−3.

in plasma behaviour due to the two different energy recycling
assumptions.

Contrary to the L-mode case in appendix A.2, where the
divertor target temperatures increased when switching from
a Be to a W divertor, in H-mode the temperatures dropped
slightly. The difference occurs as for the same upstream con-
ditions, the divertor temperatures tend to increase with more
energetic recycling of neutrals, as illustrated in the L-mode
case. However, in the H-mode case shown here, this is not so
apparently obvious, as the time history (figure A.5) shows a
more marked impact on the upstream conditions. This arises
as the heating of the divertor region triggers higher impurity
seeding to control the target heat load, and this cooling effect
trumps the effect of the higher recycling energy.

A.4. Conclusions

For ITER hydrogen and DT plasmas cases with a W divertor
and Be main chamber wall, we have investigated the conse-
quences of different assumptions on ion-energy recycling at
the divertor and their effects on the SOL and divertor plas-
mas, through their impact on charge-exchange energy balance,
and on the global plasma behaviour in general and divertor
conditions in particular. As our simulations show for ITER
plasmas, where ionisation lengths of recycling neutrals are
much smaller than plasma dimensions, there is a negligible
impact on the core plasma parameters and a minor impact on
the SOL and divertor parameters. The minor effects associated
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Figure A.7. Comparison of outer target profiles at 261.5 s of ion
(left) and electron (right) temperatures (top) and densities (bottom)
with W-like (red, solid) and Be-like (blue, dashed) divertor energy
recycling assumptions for a 15 MA/5.3 T ITER DT H-mode with
53 MW auxiliary heating and including intrinsic and extrinsic
impurities, Be and Ne, respectively. The applied gas rate was
1.0 × 1022 s−1 and pellets (50/50 DT, 72 mm3/4.2 × 1021 particles)
were injected with an automatically adjusted frequency to achieve a
line-average density of ∼1.0 × 1020 m−3.

with higher energy of the recycled ions on the W divertor
target, lead to slightly increased divertor temperatures, thus
requiring a higher separatrix density or impurity seeding level
to achieve the conditions required for divertor detachment.
On this basis we can conclude that the evaluation of the
density range achievable with gas fuelling in ITER provided
by our studies in the main part of this paper is a conservative
lower estimate regarding the limitations imposed by divertor
detachment. Inclusion of the proper (W-like with low Be sur-
face deposition) energy recycling assumptions for the ITER
divertor is likely to increase this range although, from the
studies in this appendix, it appears that this increase will be
small. A similar study with SOLPS-ITER, which explored
the dependence of the ITER divertor plasma performance on
neutral recycling assumptions for Be and W in detail, also
came to this same conclusion [37].

Appendix B. Comparisons between EDGE2D and
SOLPS4.3

B.1. Introduction

Prior benchmarking work carried out for the JET plasma
edge was between the fluid edge plasma code SOLPS5.0
and the fluid edge plasma code EDGE2D/NIMBUS [70].
However, in this appendix we compare simulation results
for the plasma edge obtained by SOLPS4.3 used previ-
ously at ITER, and EDGE2D/EIRENE. We have used the

Figure A.8. Comparison of inner target profiles at 261.5 s of ion
(left) and electron (right) temperatures (top) and densities (bottom)
with W-like (red, solid) and Be-like (blue, dashed) divertor energy
assumptions for a 15 MA/5.3 T ITER DT H-mode with 53 MW
auxiliary heating and including intrinsic and extrinsic impurities, Be
and Ne, respectively. The applied gas rate was 1.0 × 1022 s−1 and
pellets (50/50 DT, 72 mm3/4.2 × 1021 particles) were injected with
an automatically adjusted frequency to achieve a line-average
density of ∼1.0 × 1020 m−3.

latter in the fully integrated modelling of ITER plasmas in
this paper.

For the comparison we did two density scans for hydrogen
plasmas with different input powers of 20 MW and 40 MW.
The density scan with 20 MW input power includes a higher
density regime (beyond the recycling flux roll-over) whereas
the 40 MW input power density scan stays below the roll-
over [71]. In addition, we did one case for He plasma for
a single outer midplane separatrix density at 40 MW input
power.

The scope of the comparison is not a fully detailed bench-
mark between EDGE2D and SOLPS4.3 and was aimed at
demonstrating the applicability of EDGE2D-EIRENE for
ITER comparing the fuelling predictions of both codes. It
is also expected, that the simulation results for the highest
densities beyond the recycling flux roll-over will be differ-
ent, due to different neutral models used for EDGE2D and
SOLPS4.3 in the kinetic neutral Monte-Carlo code EIRENE.
It should also be noted that in this comparison, plasma
drifts were not included in either the SOLPS4.3 or EDGE2D
simulations.

B.2. Grid generation and equilibrium

For the generation of the grid we used a 15 MA reference
case, for which the equilibrium was provided by the ITER
Organisation via a GEQDSK-File with a Ψ-map (poloidal
magnetic flux) resolution of 65 × 129.
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Figure B.1. 2D (vertical plasma position vs major radius)
comparison of the Mach number profile obtained from the EDGE2D
simulation using the old (left) and the new (right) grid generation
algorithm in GRID2D.

We did several improvements to the grid generation
algorithm of the GRID2D code to provide an optimal start-
ing point for the actual comparison between EDGE2D and
SOLPS4.3. For instance, the algorithm in GRID2D to trans-
form the metric coefficient Hρ [28] from an orthogonal grid
to a non-orthogonal grid, which can represent the tilted target
geometry, had some inaccuracies. These inaccuracies lead to
oscillations in Hρ. We have now corrected the algorithm in
GRID2D, which removes the oscillations in Hρ and thus from
the simulated pressure profiles.

Another upgrade we did to the GRID2D algorithm is that
it now produces a smooth transition between the compression
in the private flux region and the SOL region. This avoids the
formation of strongly distorted cells during the grid generation
process for ITER, where GRID2D needs a stronger grid com-
pression in the SOL region, to comply with the shoulder region
of the inner and outer targets, than the maximum compression
applicable for the private flux region.

Moreover, as part of the comparison we also implemented
the grid used by SOLPS4.3 with an increased grid resolution
around the first few cells at the inner and outer target.

Figure B.1 shows an example of the impact of the new
grid generation algorithm on the simulation results obtained
by EDGE2D using the Mach number profile around the outer
target. With the old grid (figure B.1, left) there is a strong
distortion of the Mach number profiles around the shoulder of
the outer divertor target, which is not present with the new grid
(figure B.1, right).

B.3. Vacuum vessel

Besides the equilibrium, to confine the neutral particles we
defined a closed structure, consisting of the outline of the
vacuum vessel and the plasma facing components (figure 1,
red line). The divertor dome (figure 1, below the private region

in green) is also included and the structural support of the
dome was represented as semi-transparent surfaces (figure 1,
blue lines) with a transparency of 0.5 from both sides. The
pump is represented by a pumping surface (figure 1, pink
line) between the dome support structures with an albedo
of 0.9928.

The material for all surfaces is beryllium and different sur-
face temperatures are assumed for different wall regions. The
main chamber has in both codes a temperature of 580 K, but in
the divertor region the temperatures are different. For the part
of the divertor plates which is covered by the EDGE2D simu-
lation domain, EDGE2D uses only one temperature, 1160 K,
whereas SOLPS4.3 divides the divertor plates into two regions
with 1160 K (around the strike point) and 812 K (divertor
shoulder). Moreover, EDGE2D applies only one temperature
for the private wall region, 812 K. In SOLPS4.3 the walls in
the private region have two temperatures. The plasma-facing
side of the dome is set to 812 K. The rest of the dome, as well
as the support structure and the pump surface, are set to 512 K.
We carried out some tests in EDGE2D where the temperature
of the divertor plates was switched between 1160 K and 812 K,
which showed only a minor impact on the results. Hence,
we do not expect that these different divertor temperature
definitions will have a significant impact on the comparison
of simulation results.

B.4. EIRENE neutral model

EDGE2D has the ability to use two different neutral models
within EIRENE. One, which is mimicking the neutral model
of the previously used NIMBUS code and one that includes
additional molecular processes such as molecular ions, which
allows e.g. for channels such as molecular assisted recombina-
tion. The benefit of the reduced NIMBUS-like neutral model
is that EDGE2D has a source linearisation scheme available
for this model, which dramatically speeds up the simulations.
The full EIRENE neutral model is identical to the one used
by SOLPS4.3 but without neutral–neutral collisions. The fol-
lowing gives a short overview of the reactions include in both
models.

The reduced NIMBUS-like neutral model:

• H + e → H+ + 2e (ref: ADAS scd)
• H + H+ → H+ + H (ref: HYDHEL 3.1.8)
• H2 + e → H + H + e (ref: HYDHEL 2.2.5)
• H2 + e → H + H+ + 2e (ref: HYDHEL 2.2.9)
• H2 + e → H + H+ + 2e (ref: HYDHEL 2.2.10)
• H+ + e → H (ref: ADAS acd)

Full EIRENE neutral model (Kotov2008 [30] without neu-
tral–neutral collisions and opacity):

• H + e → H+ + 2e (ref: AMJUEL 2.1.5)
• H + H+ → H+ + H (ref: HYDHEL 3.1.8)
• H2 + e → H + H + e (ref: AMJUEL 2.2.5g)
• H2 + e → H2

+ + 2e (ref: AMJUEL 2.2.9)
• H2 + e → H + H+ + 2e (ref: AMJUEL 2.2.10)
• H2 + H+ → H2 + H+ (ref: AMJUEL 0.3T)
• H2 + H+ → H + H2

+ (ref: AMJUEL 3.2.3)
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• H2
+ + e → 2H+ + 2e (ref: AMJUEL 2.2.11)

• H2
+ + e → H + H+ + e (ref: AMJUEL 2.2.12)

• H2
+ + e → 2H (ref: AMJUEL 2.2.14)

• H+ + e → H (ref: AMJUEL 2.1.8)

For the simulations below, we have used the reduced
NIMBUS-like neutral model for EIRENE in the EDGE2D
simulations. It was demonstrated previously that the full
EIRENE model is necessary in EDGE2D/Eirene to reproduce
divertor detachment past roll-over [72] and this can explain
the differences observed in the semi-detached high density
(past roll-over) regimes between the SOLPS4.3 and EDGE2D
simulations presented in this appendix. Moreover, the demon-
stration mentioned above was also the basis for making the
Kotov 2008 list of reactions the default set for hydrogenic
plasmas in SOLPS (all versions).

B.5. Development on EDGE2D and important settings

During the comparison process several switches in EDGE2D
were identified to comply with settings used in the SOLPS4.3
simulations. Additionally, also some differences in the model
equations of EDGE2D and SOLPS4.3 were identified and
implemented in the EDGE2D code. A summary of these
extensions and important settings in EDGE2D are summarised
below.

• The heat flux limiter for electrons was set to 0.2 and for
ions it was switched off.

• Perpendicular transport coefficients are constant with val-
ues D = 0.3 m2 s−1 and χe = χi = 1 m2 s−1.

• The compressional terms (related to work done by the
electric field) were switched on in the energy balances to
comply with the settings from SOLPS4.3.

• In EDGE2D the possibility to define semi-transparent
surfaces below the dome structure was implemented.

• Different surface temperatures at the target, dome and
main chamber were implemented in EDGE2D (previously
only one wall temperature was possible).

• As SOLPS4.x solves a total energy equation while
EDGE2D/EIRENE (and later SOLPS versions) solves an
internal energy equation [73], neutral source terms related
to kinetic energy (−(Smom

∗Vpar − 0.5∗mi
∗Vpar

2∗Sion)) had
to be added in the ion temperature equation of EDGE2D.

• Heating due to radial and parallel viscosity was included
in the ion temperature equation of EDGE2D.

• A B2-like viscosity limiter can now be used in place of
the usual EDGE2D viscosity limiter. By default EDGE2D
limits the viscous stress πi for positive dV||/dθ by 0.4pi

and negative dV||/dθ by 2.0pi.

Of these modifications to EDGE2D/EIRENE the last one
in the list, the B2-like viscosity limiter had the biggest
impact on the results. On the other hand when SOLPS5.0
was benchmarked against EDGE2D/NIMBUS, the main dif-
ference was found to be the physics assumptions for the
ion flux limiters. When the same assumptions were made,
the remaining discrepancies between the two codes were
small.

Table B.1. Outer midplane separatrix density and reference run
numbers for the SOLPS and EDGE2D simulations of the 20 MW H
density scan.

nOMP,sep (m−3) SOLPS simulation EDGE2D simulation

0.573 × 1019 IDS #102292 10140
0.923 × 1019 IDS #102294 10141
1.234 × 1019 IDS #102296 10142
1.326 × 1019 IDS #102297 10143
1.767 × 1019 IDS #102299 10144
2.065 × 1019 IDS #102308 10145

B.6. Development on EDGE2D for He plasmas and
important settings

EDGE2D was originally set up to run with only one hydro-
genic species as the main plasma component. This implied
that He plasma simulations needed to be run through the
impurity code branch of EDGE2D. We therefore prepared
EDGE2D to run with an impurity as a majority species. At
the same time, we extended EDGE2D to allow for hydrogenic
species as impurities. This was mainly done to test the recent
He developments, but as a side effect, it is now possible for
EDGE2D to resolve the equations for D and T separately in
the SOL/divertor, rather than having to combine them into one
species with an average mass of 2.5 AMU to be evolved in the
main plasma channel.

The impurity branch of EDGE2D lacked several processes
that we had to add in order for it to correctly model a main
plasma species:

• Volume recombination
• Charge exchange processes, in particular, He − He+ and

He − He++

To maintain consistency between EDGE2D and SOLPS4.3,
the elastic processes used for He in SOLPS4.3/EIRENE are
now also applied in EDGE2D/EIRENE.

To verify that the main and the impurity branch of EDGE2D
were equivalent, we carried out tests with 10% H and 90%
D mixtures where the minority and majority species were
switched between fuel and impurity species in EDGE2D.
The code showed identical behaviour in both configurations,
including the time evolution. We are hence confident the He
modifications in EDGE2D are correctly implemented.

B.7. Simulation results for 20 MW H density scan

For the following simulations and those in appendices B.8 and
B.11, we use the settings described in appendix B.5 together
with the reduced NIMBUS-like neutral model in EIRENE
shown in appendix B.4. For the density scan with 20 MW input
power we use the outer midplane (OMP) separatrix density
obtained from the SOLPS4.3 simulations (table B.1) to control
the EDGE2D OMP separatrix density to the same value, using
a control puff.

For the 20 MW H density scans (figures B.2–B.5) show
that both codes produce similar results apart from the two
highest densities (nOMP,sep = 1.767 × 1019 m−3 and nOMP,sep =
2.065 × 1019 m−3). In the lower density range, EDGE2D
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Figure B.2. OMP density profiles from SOLPS (dashed) and
EDGE2D (solid) at 20 MW for a range of OMP separatrix H
densities. OMP temperatures (not shown) are almost identical
except for a slight deviation at the highest densities. In the legend,
the numbers after EDGE2D and SOLPS refer to the last 2 or 4
digits, respectively, of the simulation number in table B.1.

Figure B.3. Electron densities at the inner target from SOLPS
(dashed) and EDGE2D (solid) at 20 MW for a range of OMP
separatrix H densities. In the legend, the numbers after EDGE2D
and SOLPS refer to the last 2 or 4 digits, respectively, of the
simulation number in table B.1.

and SOLPS4.3 tend to give comparable inner and outer tar-
get densities (figure B.3) and temperatures for both electrons
and ions, with the biggest deviation for the inner target ion
temperature (figure B.4). Moreover, the static target pressure
is quite similar in both codes. For the power load on the targets
(figure B.5; contribution from plasma species only), EDGE2D
tends to give higher power loads than SOLPS4.3, with a better
agreement on the outer target.

The disagreement between EDGE2D and SOLPS4.3 for the
two highest densities was expected due to the differences in
the neutral models used for EIRENE. As the two high density
cases are already at and beyond the rollover, the additional
processes such as molecular assisted recombination (MAR),
which are only included in the full EIRENE (Kotov2008)
neutral model, become significant.

Figure B.4. Ion temperatures at the inner target from SOLPS
(dashed) and EDGE2D (solid) at 20 MW for a range of OMP
separatrix H densities. In the legend, the numbers after EDGE2D
and SOLPS refer to the last 2 or 4 digits, respectively, of the
simulation number in table B.1.

Figure B.5. Power loads (contribution from plasma species only) at
the inner target from SOLPS (dashed) and EDGE2D (solid) at
20 MW for a range of OMP separatrix H densities. In the legend, the
numbers after EDGE2D and SOLPS refer to the last 2 or 4 digits,
respectively, of the simulation number in table B.1.

Table B.2. Outer midplane separatrix density and reference run
numbers for the SOLPS and EDGE2D simulations of the 40 MW H
density scan.

nOMP,sep (m−3) SOLPS simulation EDGE2D simulation

0.989 × 1019 IDS #102281 10146
1.808 × 1019 IDS #102277 10147
2.237 × 1019 IDS #102279 10148
2.799 × 1019 IDS #102301 10149

B.8. Simulation results for 40 MW H density scan

The simulation cases for the H density scan at 40 MW are
summarised in table B.2.

For the 40 MW H density scan the outer midplane profiles
show very good agreement between EDGE2D and SOLPS4.3,
apart from the outer midplane density outside of the separatrix
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Figure B.6. OMP density profiles from SOLPS (dashed) and
EDGE2D (solid) at 40 MW for a range of OMP separatrix H
densities. OMP temperatures (not shown) are almost identical. In the
legend, the numbers after EDGE2D and SOLPS refer to the last 2 or
4 digits, respectively, of the simulation number in table B.2.

Figure B.7. Electron densities at the inner target from SOLPS
(dashed) and EDGE2D (solid) at 40 MW for a range of OMP
separatrix H densities. In the legend, the numbers after EDGE2D
and SOLPS refer to the last 2 or 4 digits, respectively, of the
simulation number in table B.2.

that drops slightly faster in the EDGE2D simulations than in
SOLPS4.3 (figure B.6).

At the inner and outer targets, the profiles (figures B.7
and B.8) are fairly similar between EDGE2D and SOLPS4.3,
though the peak of the density profile is shifted further away
from the strike point in EDGE2D. There is a reasonable
agreement between the codes for the power loads at the tar-
gets. However, at the inner target, EDGE2D still predicts a
noticeable higher power load than SOLPS4.3 for the lowest
separatrix density (figure B.9).

B.9. Divertor neutral screening

In order to compare the divertor neutral screening, i.e. the
fraction of the neutrals which escape from the divertor region,
between the EDGE2D and SOLPS4.3 simulations, we com-
pare 0-dimensional key parameters of the simulations, such

Figure B.8. Ion temperatures at the inner target from SOLPS
(dashed) and EDGE2D (solid) at 40 MW for a range of OMP
separatrix H densities. In the legend, the numbers after EDGE2D
and SOLPS refer to the last 2 or 4 digits, respectively, of the
simulation number in table B.2.

Figure B.9. Power loads (contribution from plasma species only) at
the inner target from SOLPS (dashed) and EDGE2D (solid) at
40 MW for a range of OMP separatrix H densities. In the legend, the
numbers after EDGE2D and SOLPS refer to the last 2 or 4 digits,
respectively, of the simulation number in table B.2.

as ionisation in different simulation regions (main SOL, inner
and outer divertor), neutral influx to the core and recycling at
targets and main chamber walls, for the 20 MW and 40 MW
density scans.

Figure B.10 shows the recycling flux (particle outflux at the
target returned as a neutral influx) at the inner (IT) and outer
target (OT) versus the outer midplane separatrix density for the
20 MW density scan of EDGE2D and SOLPS4.3. Figure B.11
shows the same data for the 40 MW density scan is. Also
here both codes are in the same recycling regime before the
roll-over.

Figure B.12 shows the neutral influx over the separatrix into
the core for the 20 MW and 40 MW H density scans. For the
40 MW density scan both codes predict nearly identical neutral
core influxes. For the 20 MW density scan, the neutral core
influxes agree in both codes below recycling flux roll-over.
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Figure B.10. Recycling flux of EDGE2D and SOLPS4.3 at the inner
and outer target for the 20 MW H density scan. The green line
indicates the rollover OMP density.

Figure B.11. Recycling flux of EDGE2D and SOLPS4.3 at the inner
and outer target for the 40 MW H density scan.

After the roll-over, EDGE2D gives a much higher neutral core
influx, which is probably related to the different neutral model
used in EIRENE by the EDGE2D code.

For the 40 MW density scan, the divertor screening is very
similar in EDGE2D and SOLPS4.3 (figure B.13). Only at the
highest density, the divertor screening starts to differ between
EDGE2D and SOLPS4.3. In the 20 MW density scan, the
divertor screening is also similar in both codes before the
recycling flux reaches the roll-over. After the roll-over the
results from the codes diverge (note that the divertor screening
(0.48 (SOLPS4.3)/0.17 (EDGE2D)) for the highest density is
far outside of the plot).

Figure B.12. Neutral influx through the separatrix to the core
obtained by EDGE2D and SOLPS4.3 for the 20 MW and 40 MW H
density scans. The green line indicates the rollover OMP density for
the 20 MW case.

Figure B.13. Divertor neutral screening obtained by EDGE2D and
SOLPS4.3 for the 20 MW and 40 MW H density scans. Note that
the divertor screening (0.48 (SOLPS4.3)/0.17 (EDGE2D)) for the
highest density with 20 MW is far outside of the plot range of
max 0.05. The green line indicates the rollover OMP density for the
20 MW case.

Table B.3. Outer midplane separatrix density and reference run
numbers for the SOLPS and EDGE2D simulations for a single He
OMP density at 40 MW.

nOMP,sep (m−3) SOLPS simulation EDGE2D simulation

0.567 × 1019 IDS #112358 10656

B.10. Simulation results for 40 MW at a single He OMP
density

The simulation cases for a single OMP He separatrix density
at 40 MW are summarised in table B.3.

20
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Figure B.14. OMP He++ density profiles from SOLPS (dashed)
and EDGE2D (solid) at 40 MW. OMP temperatures (not shown) are
almost identical.

Figure B.15. Electron densities at the outer target from SOLPS
(dashed) and EDGE2D (solid) at 40 MW for a fixed He OMP
separatrix density.

A good match between EDGE2D and SOLPS4.3 for
the OMP profiles is obtained for the electron and He++

(figure B.14) densities and electron and ion temperatures.
Compared to SOLPS4.3, EDGE2D predicts a lower He+ den-
sity outside the separatrix. The He+ is negligible inside the
separatrix and then increases rapidly reaching a maximum
4 cm outside the separatrix of ∼5.4 × 1016 m−3 in SOLPS4.3
and ∼2.2 × 1016 m−3 in EDGE2D before falling off again
towards the wall.

At the outer target, He and electron densities (figure B.15),
and electron temperature are very similar between the codes
(figure B.16), with a minor discrepancy between the codes seen
in the ion temperature (figure B.17).

B.11. Conclusions of EDGE2D/SOLPS4.3 comparison

For the comparison of EDGE2D/SOLPS4.3 we did two den-
sity scans with different input powers of 20 MW and 40 MW
for a H plasma in a vessel with Be walls and divertor. We have
compared upstream as well as downstream plasma profiles, to

Figure B.16. Electron temperatures at the outer target from SOLPS
(dashed) and EDGE2D (solid) at 40 MW for a fixed He OMP
separatrix density.

Figure B.17. Ion temperatures at the outer target from SOLPS
(dashed) and EDGE2D (solid) at 40 MW for a fixed He OMP
separatrix density.

show that the EDGE2D-EIRENE code gives similar simula-
tion results for low density attached divertor regimes (pre recy-
cling flux roll-over) as the ITER SOLPS4.3 code. As expected,
we found differences in the high density semi-detached diver-
tor regimes due to different neutral models used by EIRENE
in both codes. The necessary settings for EDGE2D-EIRENE
were identified and new options were implemented to get
as close as possible with EDGE2D-EIRENE code to the
SOLPS4.3 simulation results. Also several improvements to
the grid generation algorithm from GRID2D were imple-
mented to optimise the quality of the EDGE2D-EIRENE
simulations.

A global analysis showed also that the predicted core
fuelling from both codes agrees, which paved the way
for the fuelling studies with the fully integrated JINTRAC
code suite.

For the purpose of fuelling studies for ITER, compar-
ison between EDGE2D and SOLPS of He majority plas-
mas was successful justifying the use of JINTRAC forITER
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He plasmas simulations described in section 3.2 of this
paper
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