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Simulations of nanocrystalline iron formation under high shear strain
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High-shear methods have long been used in experiments to refine grain structures in metals, yet the underlying
mechanisms remain elusive. We demonstrate a refinement process using molecular dynamic simulations of iron
wherein nanocrystalline structures are generated from initially perfect lattices under high-shear strain. The
simulation cells undergo a highly disordered state, followed by an atomic reordering and grain coarsening,
resulting in nanograins. We explore the dependence on parameters such as temperature, heat dissipation rate,
shear strain rate, and carbon impurity concentration. Higher temperatures lead to the formation of larger and
longer grains. The faster heat dissipation sample initially yields more small grains, but their number subsequently
reduces and is lower than the slower heat dissipation sample at approximately γ = 1.5. Slower strain rates
do not promote nanograin formation. The presence of carbon impurities appears to have little effect on grain
formation. This detailed analysis affords insight into the mechanisms that control the formation of nanograins
under high-shear conditions.
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I. INTRODUCTION

Grain refinement can be achieved through various meth-
ods, including the use of chemical refiners or spray-forming
techniques [1]. An attractive approach to accomplish grain
refinement is through severe plastic deformation techniques,
such as accumulative roll bonding and equal channel angu-
lar pressing [2]. High-shear methods, such as high-pressure
torsion (HPT), can significantly alter the microstructure of
metals. Numerous materials, including Al, Cu, and Mg alloys,
have shown a reduction in grain size with increasing shear
strain [3–8]. Yusuf et al. [7] observed a reduction in grain size
with increasing shear strain for 316L stainless steel, which
also correlates with an increase in Vickers microhardness. De-
spite numerous experimental studies attempting to elucidate
the mechanisms of nanocrystal formation with increased shear
strain, the results are inconclusive [9].

The leading theory for grain refinement suggests that dis-
locations are generated in the material due to shear strain.
These dislocations accumulate and form subgrain boundaries.
As the shear strain increases, dislocations are annihilated at
these boundaries, leading to a rise in the misorientation an-
gle between grains. Some of the dislocations formed are not
absorbed and persist, forming low-angle grain boundaries,
which perpetuates the grain refinement process [4,9–11].
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Other factors can also influence grain refinement, such as
the number and distribution of precipitates within the material
[12–14], as well as the presence of twinning deformation
[15,16]. Isik et al. [17] observed a grain subdivision and
grain refinement through a deformation-induced martensitic
phase transformation, from the γ → ε phase in Co-28Cr-6Mo
alloy.

Numerous computational methods have been employed to
explore the mechanism of grain refinement through plastic
shearing. Finite-element analysis (FEA) has been used to un-
derstand how the high-pressure torsion process can modify the
samples [18–21]. Finite-element simulations greatly depend
on the constitutive model used during the simulation [22].
As such, the physics of a given finite-element system are
defined by the constitutive model, which may not allow other
physical mechanisms of grain refinement to exist within the
simulation, which in turn affects the observable deformation
modes. Nevertheless, numerous finite-element studies have
been conducted that draw conclusions on possible grain re-
finement mechanisms under shear strain.

Wei et al. [23] investigated the mechanisms of grain refine-
ment in single-crystal Ni subjected to high-pressure torsion,
employing crystal plasticity finite-element simulations. The
results suggest the existence of two rotation modes that di-
rectly contributed to the formation of grain boundaries with
high misorientations. Additionally, FEA simulations of high
angle pressing were conducted by Frydrych et al. [24] to
explore the mechanism of grain refinement in an already
nanocrystalline face-centered-cubic material. This study con-
firmed that initial grain orientation was a major indicator of a
grain’s susceptibility to further refinement. The study showed
that grains with larger Taylor factors were more prone to re-
finement. A larger Taylor factor corresponds to greater plastic
work done for a given slip range [25]. The work of Frydrych
[24] makes no further attempt to quantify the orientations,
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making it difficult to obtain exact lattice orientations that are
more prone to refinement.

Molecular dynamics (MD) simulations have been em-
ployed to study microstructural evolution in metals subjected
to severe plastic deformation [26–38]. The work of Nikonov
[32] used MD simulations to shear a perfect, single-crystal
simulation cell. However, the results were only used for
shear stress vs strain comparisons with a polycrystalline box,
and no conclusions were reached about the single-crystal
shear. The work of Guan et al. [39] attempted to replicate
the high-pressure torsion process using an MD simulation
of aluminum. In Ref. [39], the initial box was already in a
nanocrystalline state before the shearing took place, so there
was no investigation into the actual formation of nanocrystals.

The work of Zepeda-Ruiz et al. [33] used MD simulations
to apply compression to tantalum at high strain rates. It was
found that, under certain strain conditions, the mechanism of
structural evolution changed. For example, the initially pris-
tine simulation cell yielded by deformation twinning while
a cell that contained 24 dislocation loops yielded through
dislocation motion and multiplication. Similarly, Healy and
Ackland [37] applied compressive and tensile strain to iron
nanopillars and also found the deformation mechanisms to be
dislocation glide and twinning.

Guo et al. [38] used MD to apply strain to iron nanowires
at high strain rates. This work showed the formation of
nanocrystalline iron under high compressive strain and
attributed this to a body-centered-cubic (bcc) to hexagonal-
close-packed structural transition, followed by a reverse
process. However, this study was limited to an engineering
shear strain of γ = 0.4. It is important to explore higher
strain levels to examine the microstructural evolution of iron
subjected to large shear strains.

The precise underlying processes responsible for the de-
velopment of a nanocrystalline microstructure via high-shear
methods remain elusive. There is a significant disparity be-
tween the shear rates, samples sizes, and timescales in our
simulations compared to experimental data. Nonetheless,
molecular dynamics simulations on iron can offer insights
into the mechanisms through which shear could induce the
formation of nanocrystalline structures. The saturation grain
size for pure metals subjected to severe plastic deformation is
commonly on the order of several hundred nanometers [40],
however, large strain rates like those present in this study
have been used experimentally to reduce the annihilation of
dislocations [11] allowing for the production of much smaller
grains. Furthermore, Ref. [33] found that the stress-strain and
dislocation density response of simulated material was very
similar when considering a 33 million atom cell compared to
a 268 million atom cell, implying that smaller simulation cells
are useful for capturing larger-scale material behavior.

Iron is chosen for the current study because of its diverse
uses in industrial applications. Especially, in advanced fis-
sion and future fusion reactors [41–43], iron-based alloys,
such as ferritic/martensitic steels, are chosen as the struc-
tural material. Ferritic/martensitic steels have the same bcc
crystal structure as iron. It was shown experimentally that
ferritic/martensitic steels exhibited less neutron-irradiation-
induced swelling than austenitic steels with face-centered-
cubic structure [44]. Experimental data on Eurofer 97 [8], an

ferritic/martensitic steel, showed extensive grain refinement
under severe plastic deformation.

In the following, we first discuss our simulation methods.
Next, we present our simulation results and discuss poten-
tial mechanisms underlying the observed phenomena. Where
possible, we draw comparisons with experimental studies of
severe plastic deformation.

II. SIMULATION SETUP

All MD simulations were carried out using LAMMPS [45].
We have not accounted for atomic spin in our simulations be-
cause it is difficult to quantify both strain and magnetization at
large strain values [46], and its inclusion may not necessarily
reveal new microstructural-evolution effects. Simulation cells
were created using ATOMSK [47]. We constructed perfect crys-
tal simulation cells with 80 × 80 × 80 unit cells, where each
unit cell contains two atoms in a bcc structure with a lattice
parameter of 2.8665 Å, corresponding to Fe. Each simulation
cell contains 1 024 000 atoms. The starting crystal orientations
are x = [100], y = [010], and z = [001]. Periodic boundary
conditions are applied in all three directions. It is common
practice to start with an initially perfect simulation cell when
subjecting metals to high strain [33]. This is known to over-
estimate the strength of the crystal, giving an upper-bound
estimate of the perfect crystal strength, due to the initially
defect-free volume. Additionally, we investigate the effect of
including symmetry-breaking defects in the unstrained cell.
The results of this can be found in Appendix 1.

The work of Zepeda-Ruiz et al. [33] found similar
stress-strain and dislocation density responses for different
simulation sizes. At present, there is no definitive criterion to
determine the ideal system size for molecular dynamics simu-
lations and Streitz et al. [48] suggested a simulation size of 8
million atoms is required to produce size-independent results.
As such, we also constructed a 8 192 000 atom simulation cell
and subjected this to shear strain, with the results presented in
Appendix 2. This larger simulation cell produced very similar
results to the smaller box size. Furthermore, Tramontina et al.
[34] conducted high-strain-rate MD simulations in tantalum
and found that cells with a 50 × 50 unit cell cross section were
large enough to produce accurate results. As such, a cell size
of 1 024 000 atoms is used throughout this work. Based on our
simulations, we cannot rule out the existence of size effects,
but we do not further consider these here.

We also examined the effect of carbon impurities. We cre-
ated simulation cells by adding 102 carbon atoms into perfect
simulation cells at random positions. This corresponds to a
carbon impurity content of 100 appm.

We adopted the interatomic potential for iron developed
by Ackland et al. [49], which has been widely used to
investigate the microstructural evolution of iron [50–53].
The outstanding transferability of this potential for modeling
high-energy dynamics involving dislocations is well known.
The review by Malerba et al. [54] confirms the strong per-
formance of the Ackland potential when directly compared
to density-functional theory (DFT) calculations, in modeling
cases which were not considered during the original fitting
procedure.
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For carbon-inclusive simulations, we used the Hepburn-
Ackland Fe-C interatomic potential [55], which was devel-
oped based on the aforementioned Ackland iron potential. It
has been used in several studies concerned with the effect of
carbon on the microstructural evolution of iron [56–59].

The trajectory of a system of interacting atoms is governed
by the Langevin equation of motion:

dri

dt
= vi, (1)

m
dvi

dt
= Fi − bvi + fi, (2)

where ri, vi, and Fi = −∂U/∂ri are the position, velocity,
and force, respectively, associated with atom i. U is the in-
teratomic potential energy, and m is the mass of an atom. The
temperature is controlled by the Langevin thermostat, where
the damping parameter b is related to the delta-correlated
fluctuating force fi according to the fluctuation-dissipation
theorem [60,61], namely,

〈fi(t )〉 = 0, (3)

〈 fiα (t ) f jβ (t ′)〉 = μδi jδαβδ(t − t ′), (4)

where α and β are Cartesian axis directions, and

μ = 2bkBT . (5)

The fluctuation and dissipation of energy at atomic sites can
be considered as a result of electron-phonon interaction, so b
describes the strength of electron-phonon coupling. We used
the electron-phonon coupling parameter for iron according to
Mason et al. [62], such that b = 6.875 eV fs Å−2. We denote
this as b1. The value of b1 is obtained in Mason et al. [62] by
utilizing an experimentally derived electron-phonon λ value
[63] for iron. To investigate the damping strength effect, we
also used a damping parameter b2 = 10b1 in some simula-
tions.

Before applying any shear, the simulation cells are ther-
malized to particular temperatures. The cell volumes are also
relaxed isotropically, so they attain stress-free conditions. This
is done under isobaric conditions with zero hydrostatic stress.

Shear was imposed by continually deforming the simula-
tion cell. The shear strain is applied on the xy plane with
displacement in the x direction. This was done by imposing
a cell tilt factor change, which is effectively an engineering
shear strain strain. A total simulation time of 335 ps was used,
with a maximum final shear strain of γ = 10. This means
the shear rate dγ /dt is approximately 2.985 × 1010 s−1. We
also performed the same simulation with shear rates 10, 100,
and 1000 times lower to investigate the shear rate effect to
the maximum extent possible within the constraints of our
computational resources.

In addition, we performed a conjugate gradient shearing
simulation on an initially undeformed simulation cell. In each
step, the simulation cell was tilted to produce 0.01 shear strain,
and the atom positions were remapped to the current box state.
This was followed by a conjugate gradient energy minimiza-
tion. This simulation corresponds to the athermal limit.

To avoid boundary self-interactions, we remap the simula-
tion cell when the tilting is more than 0.5 of the cell length.
The cell vector and the positions of atoms are remapped along

the shearing direction, with the simulation cell going from a
0.5 to a −0.5 tilt. It is important to note that, due to the peri-
odic boundary conditions, the remapping makes no change to
the local atomic environment.

We used OVITO [64] for analysis. Grains are identified
using the grain segmentation modifier. The minimum grain
size was chosen as 50 atoms. We discuss the effect of using
a different number of atoms as the minimum grain size in
Appendix 5. Since this algorithm requires the local crystal
orientation of each atom, the polyhedral template matching
(PTM) modifier [65] is adopted beforehand. PTM can deter-
mine the local crystal orientation of each atom in terms of
a quaternion, where each quaternion can be projected into a
Rodrigues space [66]. Then, the local crystal orientation of
each atom in this space can be visualized by mapping the
orientation to an RGB coloring scheme [67]. Dislocation lines
are detected using the dislocation analysis modifier [68].

III. RESULTS

We first present the results of our simulations exploring the
influence of shear strain on initially perfect, single-crystalline
iron. Next, we investigate the behavior of samples under
various conditions, including differing temperatures, damping
parameters, strain rates, and the presence of carbon impurities.

A. Shear-induced nanocrystalline structure

Figure 1 shows a key result of this work. Figures 1(a) to
1(g) show the simulation cell at different shear strains. The
results reveal a process in which nanograins are formed due
to shear strain in a real-space representation. This simulation
was run for 335 ps, up to γ = 10, at a constant strain rate, at a
temperature of 300 K, and with a constant damping parameter
b1. We refer to this as the benchmark simulation. The coloring
of each atom in Fig. 1 is based on its local crystallographic
orientation. Only atoms detected as being part of bcc crystal
structures are shown. Since a similar color means a similar
local crystal orientation, one can clearly observe the formation
of nanograins in real space.

Figure 1(a) shows the initially perfect simulation cell. It
is subjected to a shear strain in the xy plane, which causes
the crystal lattice to deviate from its perfect bcc structure. At
γ ≈ 0.27, there is a high level of atomic disorder, as shown in
Fig. 1(b). Most atoms deviate from the perfect bcc structure.
We can consider that atoms are now in a disordered state.
Henceforth, when referring to a disordered state, we are refer-
ring to atoms which the PTM modifier designates as non-bcc.

Shortly after that, a reordering process begins, as shown in
Fig. 1(c), at γ ≈ 0.3, where many small grains are visible.
Between Figs. 1(c) and 1(d), grain formation occurs, with
the local atomic crystal orientations still largely similar. By
Fig. 1(e), at γ = 4, the local atomic crystal orientations are
largely dissimilar, with grains exhibiting distinct orientations.
It appears that the grain refinement process continues between
4 and 7 strain, see Fig. 1(f). Next, the grain number and
sizes reach a dynamic quasi-steady state. The stability of
the produced nanocrystalline structure, at γ = 10, is further
discussed in Appendix 6.

Grain refinement has been observed for different metals in
simulations [38,39,69] and experiments [70]. These investiga-
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FIG. 1. Grain refinement process with atoms colored by local crystallographic orientations. Atoms not identified as bcc by polyhedral
template matching are not shown. Temperature T = 300 K. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 × 1010 s−1 and damping parameter
b = 6.875 eV fs Å−2: (a) 0 strain, (b) highly disordered 0.27 strain, (c) reordering 0.32 strain, (d) 1 strain, (e) 4 strain, (f) 7 strain, (g) 10 strain.

tions typically focus on very low strain values. A fundamental
difference is that the current simulations start with a perfect
crystal structure and continue up to γ = 10. Our results show
that, when shear strain is applied, atoms become highly disor-
dered, followed by reordering into a polycrystalline structure.
However, this does not always occur under different simula-
tion conditions, as discussed below.

For a more detailed analysis, we consider Fig. 2 alongside
Fig. 1. Figure 2(a) shows the average excess atomic potential
and kinetic energy as a function of shear strain. Here and
throughout the subsequent figures, the excess potential en-
ergy is given as the absolute value of energy exceeding the
unstrained, thermalized state.

When the shear strain is first applied, there is a gradual
increase in the excess potential energy up to ∼ 0.24 eV/atom.
The initial excess potential energy increase is parabolic, sug-

gesting a linear elastic response because the elastic potential
energy is proportional to γ 2. The point of maximum excess
potential energy occurs at γ = 0.27, which is the point shown
in Fig. 1(a). The disordered state is a state of high potential
energy.

Next, the excess potential energy in the system gradually
reduces to ∼ 0.09 eV/atom and remains roughly at this value
for the remainder of the shearing process. At γ = 0.27, where
the excess potential energy reaches its peak, we also observe a
rapid increase in the kinetic energy of the system, as shown in
Fig. 2(a), from a value of 0.039 eV/atom to 0.072 eV/atom,
peaking at γ = 0.3. This increase is followed by a sharp
decrease, reaching a value of ∼ 0.042 eV/atom, at which
the simulation plateaus during continued shearing. Since the
estimated system temperature is directly proportional to the
kinetic energy, we observe a substantial increase in temper-
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FIG. 2. Benchmark simulation data plotted as a function strain. Temperature = 300 K. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 ×
1010 s−1, and damping parameter b = 6.875 eV fs Å−2: (a) Kinetic and excess potential energy, (b) temperature, (c) number of grains,
(d) dislocation density, (e) von Mises stress.
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ature at γ = 0.27, as shown in Fig. 2(b). The maximum
temperature reaches 560 K, far below 1811 K, the melting
temperature of iron.

Figure 2(c) illustrates the number of grains detected by
OVITO. The number of grains undergoes a sharp increase
at γ = 0.25 and peaks at γ = 0.27 with approximately 400
grains. This corresponds to the highly disordered state. After
that, there is a rapid decrease in grain number, reaching a
minimum of 25 grains at γ ≈ 0.3, coinciding with the de-
crease in excess potential energy. Following this, the number
of grains once again rises to ∼ 230 at γ = 2. Then, there is
a decrease to about 160 at γ = 3. Another increase in grain
count is observed after reaching γ = 6, plateauing at a value
of ∼ 240 until the end of the simulation. This corresponds to a
mean grain volume of ∼ 51 nm3 and a mean grain diameter of
4.6 nm using a spherical grain approximation.

In Fig. 2(d), we also observe an increase in dislocation
density starting at γ = 0.27. The dislocation density is given
as the total line length divided by the volume of the sim-
ulation cell. Dislocation density rises to ∼ 2.6 × 10−3 Å−2

at γ = 0.82, followed by a decrease to 1.2 × 10−3 Å−2 at
γ ≈ 2. The dislocation density experiences a slight increase to
1.6 × 10−3 Å−2 at γ = 3 and subsequently remains relatively
constant during further shearing.

The average atomic von Mises stress, as shown in Fig. 2(e),
and the potential energy per atom are well correlated. There is
an initial increase in von Mises stress, followed by a rapid
decrease when the highly disordered state forms at γ = 0.27,
the yield point. Nikonov [32] also found an increase in stress
during the single-crystal shearing of bcc iron. The same rapid
increase, followed by a sharp decrease, was observed and at-
tributed to lattice reorientation. It is noteworthy that the excess
potential energy never decreases to zero because some excess
energy associated with dislocations and grain boundaries gen-
erated during deformation is stored within the material [71].

As shown in Fig. 1, the atoms become highly disordered,
with peak disorder occurring at γ = 0.27, which corresponds
to a maximum in the excess potential energy. This maximum
is a threshold value after which the atoms within the lattice
move and reorganize themselves, as made evident by the
increase in kinetic energy in Fig. 2(a), and the reordering of
atoms at γ = 0.3 in Fig. 1(c). This point of maximum excess
potential energy is also the point of yielding, corresponding to
maximum stress in Fig. 2(e).

The increasing shear strain causes a breaking of the sym-
metry in the crystal lattice that changes the potential energy
landscape. As the bonds between the atoms are stretched,
the excess potential energy of the system increases. As we
start with an initially pristine sample, the bonds are allowed
to stretch greatly before yielding, and the PTM modifier no
longer assigns the structure as bcc, which is discussed later.
Since atoms already have a high excess potential energy, and a
high level of atomic disorder, thermal vibrations cause a local
breaking of the symmetry, eventually triggering the onset of
yielding.

Subsequently, there is a surge in system temperature, as
shown in Fig. 2(b), which is due to the increase in atomic
velocities. This is attributed to yielding and the production
of dislocations, as seen in Figs. 2(d) and 2(e). As our system
is attached to a Langevin thermostat, the system temperature

reduces back to the target temperature. Alongside the cool-
down, the system undergoes an atomic reordering, causing
grain nucleation. The grains are tiny at γ ≈ 0.3, see Fig. 1(c).
The microstructure remains dominated by highly disordered
regions. Then, grain coarsening starts and continues, as ob-
served in Fig. 2(c). This is driven by the excess free energy of
the disordered region manifesting as grain boundaries, which
are known to possess excess free energy [72]. This excess
free energy provides the driving force for atomic transport and
subsequent grain growth [73].

Experimental studies have exhibited similar trends for
nanocrystal formation. Studies on Fe-8% Al [74], TiAl [75],
AZ91 Mg [76], and NiTi [77], all used some form of hot
deformation to induce strain into the material, followed by
quenching. These studies observed small, recrystallized grains
compared with the original structure.

Our decision to start with an initially perfect simula-
tion cell is in accordance with common practice [33] in
molecular dynamics simulations. The work in Appendix 1
introduces symmetry-breaking defects into the unstrained
iron. In agreement with Ref. [33], we find that introducing
symmetry-breaking defects reduces the yield strength of the
material. However, the final steady state is similar to that
reached when beginning with an initially perfect simulation
cell, and nanograin formation is observed independent of the
starting configuration. As such, we only consider initially
pristine simulation cells in this section.

While typical metals used for engineering contain pre-
existing defects, there is also a body of literature which
considers the microstructural evolution of single-crystalline,
initially defect free, microwhiskers and nanowires of face-
centered cubic [78–83] and bcc [84–92] metals. These
experimental studies found that, in the absence of grains and
initial defects, the yield strength of the metal is far greater, as
there are no initial defects, which is apparent for our simula-
tions when considering Fig. 2(e) and also agrees with the MD
results of Zepeda-Ruiz et al. [33].

The mechanical testing of these small-volume bcc mate-
rials found that plasticity was dislocation mediated [84–92].
At the onset of yielding in our benchmark simulation, at γ =
0.27, the dislocation density begins to increase and continues
to rise until γ = 0.82. At the same time, the kinetic energy
increases. These observed behaviors are consistent with the
pristine microwhisker and nanopillar experimental observa-
tions where, at yield, the production of dislocations abruptly
increases and atom reordering occurs, increasing the kinetic
energy as the atoms move.

Shearing of the initially pristine sample causes the atoms
to deviate from their lattice positions. Since no initial defects
are seeded into the material, the yield strength of the iron is
very high, in agreement with the microwhisker experiments.
As such, the atomic bonds are allowed to stretch to lengths
much greater than usually encountered, corresponding to the
large increase in excess potential energy. This causes the tem-
plate matching modifier to break down, whereby it no longer
detects the lattice as having a bcc structure. This phenomenon
describes the disordered state and is the reason for the large
increase in grain number at γ = 0.27, where the small pockets
of bcc structure that the modifier can identify are detected
as grains. The analysis in Appendix 5 shows that, when a
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larger cutoff is used to detect the grains, the initial spike in
grain number is absent. As such, the spike in grain number
at γ = 0.27, shown in Fig. 2(c), is an artifact of utilizing
the PTM modifier beyond its limits. We continue to use the
lower cutoff of 50 atoms throughout this work because it
allows us to more accurately capture the existence of small
grains. A large cutoff may not necessarily capture an accurate
number of grains. Those grains which are smaller than the
cutoff will see their atoms adopted into neighboring grains as
orphan atoms. This may lead to different neighboring grains
being considered as one crystal, reducing the accuracy of
microstructure representation.

In pristine material, dislocations are initially formed
abruptly from many sources [91,93]. By calculating the
Schmidt factors [94] for our benchmark simulation in Ap-
pendix 3, we show that 20 out of the possible 48 slip systems
are activated. As dislocations move around the re-orientated
cell and begin to pile up, grain boundaries form, leading to
a reduction in dislocation density and an increase in grain
number, as shown in Figs. 2(c) and 2(d).

Figure 14(a) in Appendix 1 shows the number of grains
in the sheared simulation cells that contain initially seeded
defects. Materials with a 15 Å prismatic dislocation loop and
1000 vacancies do not exhibit the spike in grain number at
γ = 0.27 seen in the benchmark simulation. These defects act
as sites for dislocation nucleation and multiplication [34,95].
As such, the presence of defects mitigates the creation of the
disordered state. The seeded defects reduce the stress required
to yield the material, which does not allow the atomic bonds
to stretch beyond the strain at which a bcc structure can be
reliably detected using the PTM modifier.

The main limitation of using molecular dynamics simula-
tions to explore the microstructural evolution of iron is the
timescale associated with these simulations. Here, we have
reported nanocrystal formation and have discussed the pos-
sible mechanisms for their creation; however, these are not
all of the mechanisms, and there will be some further slow
evolution of the dislocation and grain structure. Appendix 6
shows that further evolution does exist and that the changes
in microstructure decrease with time, but we cannot reach
the long-timescale limit with these simulations. It is worth
noting that the system does not immediately revert to the
pristine, single-crystalline state, which gives an indication of
the stability of the nanocrystals.

In Fig 2(d), the dislocation density in the simulation cell
increases and peaks at γ ≈ 0.82. Dislocations also possess
excess free energy [72], which may contribute to grain growth.
We note an important point regarding the dislocation analy-
sis modifier: low-angle grain boundaries can be recognized
as arrays of dislocations. Therefore, it is unclear if the de-
tected dislocations are grain boundaries or dislocations within
grains. There is a new approach that may resolve this sit-
uation: Ma et al. [96] suggested an algorithm to calculate
the shortest distance of any atom from the determined grain
boundaries. By eliminating atoms close to the grain bound-
aries, one can estimate the dislocation line density inside
grains. However, we have not adopted this method in our
current work because the definition of grains is somewhat
ambiguous in such a highly disordered structure. Additional
analysis is provided in Appendix 4.

Figure 3 shows the atomic crystal orientation, total energy,
von Mises stress, and dislocation lines at different shear strain
values. The total energy is the sum of atomic potential and ki-
netic energy. In the dislocation analysis, green lines represent
dislocations with Burgers vector b = 1

2 〈111〉, and pink lines
represent b = 〈100〉. Figure 3 shows that most dislocation
lines have b = 1

2 〈111〉. Only few dislocations have b = 〈100〉.
This agrees with the experimental findings in the literature
on iron, iron-chromium alloys, and ferritic/martensitic steels
[97–99].

Next, we consider the total energy and von Mises stress,
shown in Fig. 3. Initially, the atoms within the box have low
energy and low stress. As the atoms become disordered, they
experience a high energy and stress state, as shown by the
coloring in Fig. 3(b). As reordering occurs, it is evident that
some atoms return to the low-energy and -stress state, while
others remain in the high-energy and -stress state [Fig. 3(c)].
As shear strain is continually applied, we can observe areas
of both high and low energy and stress. The areas of low
energy and low stress correspond to atoms within the grains
and are bcc in nature, while the areas of high energy and high
stress correspond to atoms which are not bcc in nature and are
not shown in the crystal orientation images. As such, Fig. 3
shows that the atoms between the grains have high energy
and high stress, which further confirms the presence of grain
boundaries in the simulation box [72].

B. Temperature

To probe the underlying mechanisms for nanocrystal for-
mation from an initially perfect crystal under high-shear
strain, certain simulation variables were altered one-by-one.
We first changed the thermostat temperature, while keeping
all other conditions unchanged. Three additional simulations
were carried out with thermostat temperatures T = 500 K,
800 K, and 1000 K. Figure 4 shows the kinetic energy, the
excess potential energy, the number of grains, the dislocation
density, and the von Mises stress of the different simulations.

Figure 4(a) shows the change in kinetic energy through-
out the simulations. We observe a notable difference in the
increase in kinetic energy associated with the formation of
the disordered phase at different thermostat temperatures. For
example, the kinetic energy increases from 0.039 eV/atom
to 0.072 eV/atom for the 300 K simulation, an increase of
0.033 eV/atom, while the 800 K simulation increases from
0.1 eV/atom to 0.117 eV/atom, an increase of 0.017 eV/atom,
much less than the increment at 300 K. We can also observe
in Fig. 4(a) that the initial increase in kinetic energy occurs
earlier for the higher-temperature simulations: at γ = 0.27 for
the 300 K, γ = 0.25 for the 500 K, γ = 0.2 for the 800 K, and
γ = 0.19 for the 1000 K simulations. After this increase and
subsequent reduction, the kinetic energy remains relatively
constant for all simulations.

The increase in kinetic energy coincides with a decrease
in excess potential energy. Figure 4(b) shows that the excess
potential energy reaches its peak earlier for the higher-
temperature simulations. As before, the 300 K simulation
shows a peak at 0.24 eV/atom at γ = 0.27. The 500 K and
800 K simulations exhibit excess potential energy peaks of
0.20 eV/atom at γ = 0.25 and 0.16 eV/atom at γ = 0.22,
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FIG. 3. Benchmark simulation visualizations. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 × 1010 s−1 and damping parameter b =
6.875 eV fs Å−2. Color key found above. (left) Atoms colored by local crystal orientations. Atoms not identified as bcc by polyhedral template
matching are not shown. (center-left) Total energy. (center-right) von Mises stress. (right) Dislocation analysis; for different levels of strain in
benchmark simulation; green lines represent b = 1

2 〈111〉 and pink lines represent b = 〈100〉.
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FIG. 4. Simulation data plotted as a function of strain at different thermostat temperatures. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 ×
1010 s−1 and damping parameter b = 6.875 eV fs Å−2. Purple line, 300 K; blue line, 500 K; green line, 800 K; orange line, 1000 K. (a) Kinetic
energy, (b) excess potential energy, (c) number of grains, (d) von Mises stress, (e) dislocation density.
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respectively. Finally, the 1000 K simulation has a peak ex-
cess potential energy of 0.15 eV/atom at γ = 0.21. The
higher-temperature simulations generally show lower excess
potential energy after the initial spike, with the 800 K simula-
tion hovering at ∼ 0.07 eV/atom after γ = 2, while the 300 K
simulation plateaus at ∼ 0.08 eV/atom.

Inspection of Fig. 4(c) provides interesting insight into the
effect of the thermostat temperature change. All simulations
experience an initial spike in grain number, with the spike
occurring at a lower strain for higher-temperature simulations.
Small pockets of bcc structure are again detected as grains
due to the breakdown of the PTM modifier. Interestingly,
the magnitude of the increase does not appear to correlate
with thermostat temperature. For example, while the 300 K
simulation increases to ∼ 400 grains, the 1000 K simulation
only increases to ∼ 195 grains, which is less than the 500 K
simulation but more than the 800 K simulation.

All simulations show a rapid decrease in grain number
between γ = 0.19 and γ = 0.25, followed by an increase in
grain number at ∼ 2 strain. The 300 K simulation notably has
the most grains at the local maximum point of γ = 2. The
simulations at other temperatures have fewer grains at this
point, with the 500 K, 800 K, and 1000 K simulations having
roughly the same number of grains up to γ = 4. The grain
number in the 500 K and 800 K simulations increases and
saturates after γ = 7. The 1000 K simulation experiences a
reduction in grain number after γ = 4 and is as low as 11
grains at γ = 10.

Figure 4(d) shows the von Mises stress. The stress directly
correlates with the excess potential energy. This is evident
in the figure because the decrease in stress after the initial
increase occurs at exactly the same strain value as the excess
potential energy decrease [see Fig. 4(b)]. As made evident by
Fig. 4(d), the higher-temperature simulations show a lower
maximum von Mises stress and, as the simulation temper-
ature decreases, the maximum von Mises stress increases.
The subsequent decrease in von Mises stress is also larger
in magnitude for the lower-temperature simulations, and the
value at which the stress plateaus with shearing is lower for
the lower-temperature simulations.

We observe in Fig. 4(e) that the dislocation densities for
the higher-temperature simulations follow the same pattern
as the benchmark simulation. For each simulation, there is
a marked increase in dislocation density between γ = 0.19
and γ = 0.25, which corresponds to the point when kinetic
energy begins to increase, and the potential energy decreases,
showing the onset of yielding. This is followed by a maxi-
mum point in dislocation density, at γ = 0.82 for the 300 K
simulation, γ = 0.74 for the 500 K simulation, γ = 0.7 for
the 800 K simulation, and γ = 0.6 for the 1000 K simulation.
We note that the maximum value of dislocation density does
not correlate with temperature. Both the 500 K and 800 K
simulations have higher dislocation densities, while the 300 K
and 1000 K simulations have lower maximum densities. As
with the benchmark simulation, the dislocation densities de-
crease up to γ = 2, after which there is another increase and
saturation in dislocation density for all simulations.

The higher-temperature simulations reach the yield point
sooner and show a lower peak in excess potential energy
in Fig. 4(b). Higher-temperature simulations inherently have

larger thermal contribution to the potential energy due to the
principle of equipartition of energy. At higher temperatures,
a system under strain should reach the point of instability,
in terms of potential energy, sooner. This, in turn, causes the
kinetic energy to increase at a lower strain value, meaning that
the higher-temperature simulations experience the initiation
of yielding at a lower strain, which is expected in metals
[100]. This also explains why the spike in grain number occurs
earlier for the higher-temperature simulations.

Interestingly, in Figs. 4(c) and 4(e), we observe that the
peak in grain number after reorientation (at γ = 0.2) directly
corresponds to a minimum value in dislocation density after
the formation of the disordered phase. This finding aligns
with previous MD simulations of nanocrystalline Cu [26].
The study found that, at high dislocation density, a system is
highly unstable when nanocrystalline grains are present. With
applied strain, the dislocations were able to glide towards and
annihilate at grain boundaries.

Figure 5 shows atoms colored according to their local
crystallographic orientation, and only atoms in the bcc phase
are visualized. The simulations, from left to right are at 300 K,
500 K, 800 K, and 1000 K, respectively. All simulations begin
with a perfect box, thermalized to the desired temperature
[Fig. 5(a)]. With applied shear strain, the cells all enter the
highly disordered state [Fig. 5(b)]. The level of disorder ap-
pears to be larger for the lower temperature simulations. This
is visible in that the number of bcc atoms is less for the
300 K simulation compared with, for example, the 1000 K
simulation. This can again be explained by the stretching of
atomic bonds. The higher-temperature simulations inherently
have a higher potential energy (because they have higher
temperature) due to the equipartition of energy. Therefore
the bonds in the higher temperature simulations need to be
stretched less (with respect to the undeformed state at that
temperature) in order to reach the yield point, denoted by the
lower excess potential energies in Fig. 4(b) and lower yield
stress in Fig. 4(d). As such, the PTM modifier can recognize
more atoms as having a bcc structure at the onset of yielding.

Each simulation experiences a subsequent reorientation of
atoms, followed by a grain growth up to γ = 1 [Fig. 5(c)].
At this point, by inspecting the coloring of atoms, the ma-
jority of atoms have similar local crystal orientation to the
initially perfect crystal lattice, meaning that the misorienta-
tion between grains is small. As the shearing continues, it is
evident that grains develop different orientations, as shown in
Figs. 5(d) and 5(e). It is also evident that the grains are larger
and longer for the higher-temperature simulations compared
with the lower temperature simulations. This is observed by
comparing the 300 K and 1000 K simulations in Fig. 5(e),
where the grain number and size are very different. This is
also consistent with the lower grain numbers for the higher-
temperature simulations compared to the 300 K benchmark,
seen at γ = 10 in Fig. 4(c).

As α-iron is a bcc metal, it has a high stacking fault energy
[101] meaning that cross-slip can readily occur. This means
that dynamic recovery is the governing dynamic restoration
mechanism in α iron and other ferritic alloys [101,102] be-
cause the dislocations can easily move. Typically, dynamic
recovery readily occurs in ferritic steels and iron at tem-
peratures > 0.4Tm [103]. The data presented in Fig. 4(e)
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FIG. 5. Atoms colored by local crystal orientation for different temperature simulations. Atoms not identified as bcc by polyhedral template
matching are not shown. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 × 1010 s−1 and damping parameter b = 6.875 eV fs Å−2. (left) T = 300 K
simulation, (center-left) T = 500 K simulation, (center-right) T = 800 K simulation, (right) T = 1000 K simulation.
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suggest that this can also occur at room temperature because
this figure shows a marked annihilation of dislocations. The
fundamental mechanisms of dynamic recovery are disloca-
tion glide, climb, and cross-slip [101]. We speculate that the
accumulation of dislocations also contributes to nanocrys-
tal formation because dislocations organize into low-angle
grain boundaries. In general, the dislocation density stays
fairly constant after γ ≈ 4 for all simulations, while the
grains continue to elongate, which is especially prominent
for higher-temperature simulations. This behavior is expected
for a metallic material under constant strain deformation
[101,104].

C. Heat dissipation

The heat dissipation from the lattice subsystem to the
environment is represented by the Langevin thermostat. In
metals, the dominant heat-transfer mechanism is through elec-
trons [105]. Therefore, we use the damping parameter b,
which governs the speed of heat dissipation, according to
the phonon-electron coupling, as discussed in the methods
section. The damping parameter has, so far, been kept at
b = 6.875 eV fs Å−2 = b1, which is derived from experimen-
tal values for iron [62,63]. To investigate the effect of the
rate of heat dissipation on nanocrystal formation, a further
simulation was carried out with a damping parameter of
b = 68.75 eV fs Å−2 = b2. All other conditions were kept the
same. The Langevin thermostat was set to 300 K.

Figure 6 shows various quantities plotted as a function
of shear strain when the two different damping parameters
are used. We also compare the percentage of bcc structure
found in the simulation cell as a function of strain. This will
become important when considering Fig. 7, which compares
the evolution of the local crystal orientations in simulations
using different damping parameters.

Figure 6(a) shows the change in kinetic energy between
the lower- (or benchmark) and higher-damping simulations.
The average kinetic energy in the lower-damping simulation
increases from 0.038 eV/atom to 0.072 eV/atom, a difference
of 0.034 eV/atom, before reducing to a dynamic quasi steady
state. Similarly, the higher-damping simulation experiences
an increase from 0.034 eV/atom to 0.045 eV/atom, a dif-
ference of 0.011 eV/atom, before it drops. The increase in
kinetic energy is much lower for the higher-damping simu-
lation because a higher-damping parameter leads to a higher
quenching rate. The kinetic energy is also noticeably lower
for the higher-damping simulation once both simulations have
reached the dynamic quasi-steady state. The lower damping
(benchmark) simulation plateaus at 0.042 eV/atom while the
higher damping simulation sits at 0.039 eV/atom.

Figure 6(b) shows that both simulations experience an
identical increase in excess potential energy with increasing
shear strain up to a value of γ = 0.27, corresponding to the
highly disorder state. The benchmark simulation peaks at
0.24 eV/atom, while the higher-damping simulation peaks at
0.25 eV/atom; a small difference. However, while the bench-
mark simulation reduces to and subsequently stabilizes at
∼ 0.09 eV/atom, the higher damping simulation only de-
creases to ∼ 0.15 eV/atom, which suggests a greater state
of disorder. Furthermore, the excess potential energy shows

a gradual decrease after γ ≈ 4, until it approximately reaches
the same value as the benchmark simulation at γ = 10. As
before, the average atomic von Mises stress, as shown in
Fig. 6(d), and the excess potential energy per atom are well
correlated for both simulations.

Next, we consider the grain count in the simulation cells
[Fig. 6(c)]. Both the benchmark and higher damping simu-
lations exhibit significant disordered states at γ = 0.27. The
benchmark cell contains about 400 grains, while the higher
damping simulation shows 390. Both simulations show a
rapid decrease in grain count. The benchmark simulation sub-
sequently drops to ∼ 30 grains, whereas the higher damping
simulation only drops to ∼ 130 grains. The benchmark sim-
ulation steadily increases in grain count until about γ = 2,
reaching ∼ 220 grains. In contrast, the higher damping sim-
ulation rapidly rises to 320 grains at γ ≈ 1.1, then sharply
declines. By γ = 3, the higher damping simulation maintains
∼ 70 grains, plateauing until the end of simulation, a lower
count than the benchmark simulation’s plateau at 240 grains.

Figure 6(e) shows the dislocation density for the sim-
ulations. The initial spike in dislocation density is much
lower for the higher damping simulation. While the bench-
mark simulation increases to 2.6 × 10−3 Å−2 at γ = 0.82,
the higher damping simulation’s dislocation density only
increases to 6.4 × 10−4 Å−2 at γ = 0.51. With increased
shearing, the dislocation density for the benchmark simulation
decreases and then saturates at ∼ 1.6 × 10−3 Å−2. This is
in contrast with the higher damping simulation where the
dislocation density decreases to 2.5 × 10−5 Å−2 at γ ≈ 2 and
begins to increase at γ ≈ 6.5, with the dislocation density
for the higher damping simulation peaking at 1.2 × 10−3 Å−2

at γ = 10.
Figure 6(f) shows the percentage of the overall structure

in the bcc phase as a function of strain. Both simulations
experience a highly disordered state at γ = 0.27, where the
percentage of bcc atoms within the cells is below 10% for
both simulations. However, the benchmark simulation rapidly
recovers, and ∼ 50% of the atoms are considered to be bcc af-
ter γ = 10. Conversely, the higher damping simulation makes
a slight recovery to 17% at γ = 0.44, before reducing to 2%
bcc. After γ = 5, the higher-damping cell begins to recover
its bcc structure, increasing to ∼ 32% bcc at γ = 10.

A visual representation of atomic crystal orientation is
shown in Fig. 7. Both simulations begin with a perfect cell
[Fig. 7(a)] before experiencing a disordered state [Fig. 7(b)]
followed by a reordering of atoms [Fig. 7(c)]. The number of
atoms in the disordered phase is much larger for the higher
damping simulation. During the reordering, the grains appear
to be much larger for the benchmark simulation, with many
small pockets of bcc atoms being present in the higher damp-
ing simulation.

In Fig. 7(d), the higher damping simulation does not ex-
perience a grain growth similar to the benchmark simulation,
with many fragmented grains and disordered atoms present.
By Fig. 7(e), most of the cell is in the disordered phase. There
are only a few pockets of bcc atoms still present within the
box, as computed by PTM. This is consistent with Fig. 6(f)
which shows that the percentage of atoms in the bcc phase
at γ = 4 was 2%. Between γ = 4 [Fig. 7(e)] and γ = 7
[Fig. 7(f)], there is a noticeable grain growth, which is even
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FIG. 6. Simulation data plotted as a function of strain using different damping parameters. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 ×
1010 s−1. Damping parameter b = 6.875 eV fs Å−2 for purple line and damping parameter b = 68.75 eV fs Å−2 for green line. (a) Kinetic
energy, (b) excess potential energy, (c) number of grains, (d) von Mises stress, (e) dislocation density, (f) percentage of bcc structure.
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FIG. 7. Grain refinement process for different damping parameter simulations. Atoms are colored according to local crystallographic
orientations. Atoms not identified as bcc by polyhedral template matching are not shown. Strain rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 × 1010 s−1.
(left) Benchmark simulation with damping parameter b = 6.875 eV fs Å−2, (right) higher damping simulation with damping parameter b =
68.75 eV fs Å−2.

more noticeable at γ = 10 [Fig. 7(g)], corresponding to a
larger number of atoms transitioning into the bcc phase, as
also seen in Fig. 6(f).

Previous studies [101,102] consider dynamic recovery to
be the dominant recovery mechanism in ferritic steels. How-
ever, the data presented in Figs. 6 and 7 appears to show
that dynamic recrystallization mechanisms are at play, which
agrees with the observations made by Tsuji et al. [106], which
confirmed the occurrence of dynamic recrystallization in bcc
iron.

Considering Figs. 7(e)–7(g), the few remaining grains at
γ = 4 grow much larger and recrystallization occurs. This
process continues to produce a small number of large grains
at γ = 10 which coincides with an increase in the percentage
of bcc phase, as shown in Fig. 6(f). Interestingly, previous
analysis of Fig. 6(c) showed that the grain number plateaued
at γ ≈ 3 for the higher-damping simulation. This provides
further evidence for dynamic recrystallization because the
grain number stays constant while the bcc structure continues
to recover.
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A larger damping parameter fundamentally means that the
quenching rate is faster. This means that atoms lose their
kinetic energy more quickly and get trapped in a disordered
state. As shown in Figs. 7(c) and 7(d), the higher-damping
simulation experiences reordering, similar to the benchmark
simulation, but not to the same extent. Increased shear strain
causes the atoms revert into a disordered state, as shown in
Fig. 7(e). This is confirmed by considering Fig. 6(f), which
shows a recovery of the bcc phase from the minimum at
γ = 0.27, to 17% bcc at γ = 0.44. This is followed by a
return to the disordered phase. It is not immediately evident
why the atoms return to the disordered state post yielding. In
the following section, we will attempt to outline a possible
explanation for this.

As previously mentioned, the system is quenched at a
higher rate for the higher damping simulation which causes
many atoms to remain in the disordered phase. This essen-
tially means that after reordering occurs at γ = 0.32, the
grains are very small and the grain boundary volume is large.
As such, the dislocations formed as a result of shearing are
heavily constrained within small grains [107] and more read-
ily meet and annihilate at the grain boundaries. This is evident
from Fig. 6(e) which shows an increase in dislocation density
up to 6.0 × 10−4 Å−2 post-yielding, followed by a quick drop
in dislocation density to 2.6 × 10−6 Å−2 at γ = 4.

As dislocations are annihilated at grain boundaries and
an increasing number of atoms enter a disordered state, the
percentage of bcc structure decreases. The growth in grain size
for the higher-damped simulation provides the necessary grain
volume for the propagation of dislocations, and an increase in
dislocation density can be observed with the increase in bcc
structure at γ = 7. Since there are many highly disordered
atoms that manifest as grain boundaries, the free energy in
the simulation is high, which drives the recrystallization.

D. Strain Rate

In this section we consider the effect of strain rate. We
performed simulations at a shear strain rate 10 times and 100
times slower than the benchmark simulation, while keeping
other parameters unchanged, up to γ = 10. We also per-
formed a simulation 1000 times slower than the benchmark
up to γ = 3.5 due to computational limitations. Figure 8
shows different quantities plotted as a function of strain for
the normal and slower-rate simulations.

In Fig. 8(a), the initial kinetic energy spike is not as pro-
nounced for the 10× slower strain rate simulation. While
the benchmark simulation shows an increase from 0.039 to
0.072 eV/atom, the slow-rate simulation only shows an in-
crease from 0.039 to 0.056 eV/atom. Furthermore, the spike
for the benchmark simulation begins at γ = 0.27 and peaks
at γ = 0.3, while the slow-rate simulation experiences a rise
starting at γ = 0.24, and peaking at γ = 0.25. After the ini-
tial increase and subsequent decrease in kinetic energy, the
slow-rate simulation plateaus at a lower kinetic energy of
0.039 eV/atom, compared with the benchmark simulation
at 0.042 eV/atom. We note that there is no spike in kinetic
energy for the 100× and 1000× slower simulations, and the
kinetic energy remains around the same value throughout the
simulations. We attribute this to coarse sampling because we

sample our simulations based on strain values. The longer
timescales associated with the slower-rate simulations allow
the reduced excess potential energy to be converted to kinetic
energy during reordering between the sampled strain values.

The difference in the excess potential energy is shown
in Fig. 8(b). All of the simulations have identical trajecto-
ries in the initial stage because they experience the same
elastic loading. However, the slower-rate simulations reach
their peak in potential energy at an earlier stage than the
benchmark, with slower simulations reaching a lower peak
excess potential energy. The von Mises stress correlates with
the potential energy, as shown in Fig. 8(d). As before, the
benchmark simulation peaks at 0.24 eV/atom at γ = 0.27,
while the 10× slower-rate simulation peaks at 0.19 eV/atom at
γ = 0.24. The 100× slower simulation peaks at 0.17 eV/atom
at γ = 0.23, and the 1000× slower simulation peaks at
0.16 eV/atom at γ = 0.22. This is followed by a rapid
decrease for all simulations. The slower-rate simulations de-
crease and plateau at a lower excess potential energy, i.e.,
∼ 0.02 eV/atom (for the 10× slower rate), than the bench-
mark, ∼ 0.09 eV/atom. This behavior is consistent with
previous observations [33], which also showed a decrease in
yield strength for simulations with slower strain rates, as is
shown in Fig. 8(d).

Though we can observe grain refinement in the benchmark
simulation, this does not occur in the slower-rate simulations,
as shown in Fig. 8(c). While we do observe a smaller ini-
tial peak of 80 grains at γ = 0.27 for the 10× slower-rate
simulation, this does not result in the formation of a largely
polycrystalline structure, and after γ = 0.38, a single grain
is present. Furthermore, we observe even smaller peaks for
the 100× and 1000× slower-rate simulations which, after
γ = 0.26, return to being single crystalline. This is contrary
to the data obtained for the benchmark, and other previously
discussed simulations that experienced the generation of many
nanocrystalline grains. We again propose that the observed
peaks are a byproduct of PTM failing to identify bcc structures
when highly strained. Figure 8(d) shows that the yield point
of the slower-rate simulations is progressively lower than the
benchmark with decreased strain rate. As such, the atomic
bonds do not stretch to the same extent as in the benchmark
simulation, allowing the PTM modifier to detect more of the
bcc structure. Hence, the spike in grain number occurs at a
lower strain and is lower in magnitude for the slower-rate
simulations.

Several differences between the simulations are observed
when analyzing the dislocation densities in Fig. 8(e). After a
shear strain of γ = 0.27, the dislocation density for the bench-
mark simulation gradually increases up to ∼ 2.6 × 10−3 Å−2

at γ = 0.82, after which it decreases to ∼ 1.2 × 10−3 Å−2 at
γ ≈ 2 before plateauing at ∼ 1.6 × 10−3 Å−2. However, in the
10× slower-rate simulation, dislocation density shows a rapid
increase to 3.6 × 10−3 Å−2 at γ = 0.3 followed by a decrease
to ∼ 1.2 × 10−3 Å−2 at γ = 1.6. After this point, the disloca-
tion densities for the benchmark and 10× slower simulations
stay fairly similar. In contrast, the dislocation density in the
100× slower simulation increases sharply from γ = 0.22, up
to 2.3 × 10−3 Å−2 at γ = 0.24, before decreasing rapidly
to, and plateauing at 4.6 × 10−4 Å−2 at γ = 0.5. Similarly,
the dislocation density in the 1000× slower simulation in-
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FIG. 8. Simulation data plotted as a function of strain for different strain rate simulations. Damping parameter b = 6.875 eV fs Å−2. Strain
rate dγ /dt = 1/33.5 ps−1 ≈ 2.985 × 1010 s−1 for purple line, dγ /dt = 1/335 ps−1 ≈ 2.985 × 109 s−1 for blue line, dγ /dt = 1/3350 ps−1 ≈
2.985 × 108 s−1 for green line, and dγ /dt = 1/33500 ps−1 ≈ 2.985 × 107 s−1 for orange line. (a) Kinetic energy, (b) excess potential energy,
(c) number of grains, (d) von Mises stress, (e) dislocation density.
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FIG. 9. Dislocation network comparison for different strain rate simulations. Damping parameter b = 6.875 eV fs Å−2. Green disloca-
tion lines b = 1

2 〈111〉 and pink dislocation lines b = 〈100〉. (left) Benchmark simulation with strain rate dγ /dt = 1/33.5, (center-left)
10× slower-rate simulation with strain rate dγ /dt = 1/335, (center-right) 100× slower-rate simulation with strain rate dγ /dt = 1/3350,
(right) 1000× slower-rate simulation with strain rate dγ /dt = 1/33500.

creases up to 2.9 × 10−3 Å−2 at γ = 0.23, before decreasing
to ∼ 4.6 × 10−4 Å−2 at γ = 0.38, and staying constant with
subsequent shear.

A visual representation of dislocation distribution is shown
in Fig. 9. During reordering, in Fig. 9(a), the benchmark
simulation shows few dislocation lines, and they are sparse
and disconnected. However, in the slower-rate simulations, the
dislocation density is much higher with a dislocation network
being formed. This is in agreement with Fig. 8(e) which de-
picts a large dislocation density after yielding for the slow-rate
simulations compared with the benchmark.

At γ = 1 [Fig. 9(b)], a significant increase in dislocation
density is observed within the benchmark simulation. In con-
trast, the 10× slower-rate simulation cell displays a reduction
in dislocation density, consistent with Fig. 8(e). The 100×
and 1000× simulations show a marked decrease in dislocation
density, with few long dislocation lines being observed. From
γ = 1 [Fig. 9(b)] to γ = 3 [Fig. 9(c)], the dislocation pattern

in each simulation persists. The benchmark simulation shows
short dislocation lines, with dislocation pileups attributed to
grain boundary interactions. In contrast, the slower-rate sim-
ulations display long dislocation lines, that form an extensive
dislocation network. This behavior persists due to the absence
of grain boundaries constraining dislocation motion within the
slow-rate simulation cells. It is evident that the 100× and
1000× slower simulations have far fewer dislocation lines
than the benchmark and the 10× slower simulation.

These observations can be rationalized as follows: the
slower-rate simulations do not show the formation of
nanocrystals. During the initiation of plastic deformation,
many dislocation lines are formed, which causes a spike in
dislocation density, as seen in Fig. 9(a). These lines do not
form in the benchmark simulation due to the presence of
highly disordered atoms that manifest as grain boundaries.
Nanocrystalline grains limit the volume in which the disloca-
tions can form and propagate, resulting in the short dislocation
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lines observed in the benchmark simulation. With increased
strain, the dislocations in the slower-rate simulations are al-
lowed to evolve and are not annihilated, as there are no grain
boundaries. Instead, as shown in Fig. 9, they combine and
form a large network of extended dislocations. The presence
of grain boundaries does not permit this phenomenon to oc-
cur in the benchmark simulation, so short dislocations are
observed.

We may speculate about why the slower strain rate simula-
tion does not experience the same nanocrystal formation as the
benchmark simulation. It has been shown experimentally that
the yield strength of iron increases as the strain rate increases
[108] which can be explained by strain rate sensitivity [109],
and this is in agreement with Fig. 8(d). As the benchmark
simulation is subjected to a higher strain rate, there is less
time for the atoms to rearrange in response to the stress.
Overall, there is less disorder in the slower-rate simulations
evinced by the lower excess potential energy at yield, and
stable nanocrystalline structures are not formed for the slow
rate simulations Fig. 8(c). This allows larger dislocation lines
to form in the slower-rate simulations when compared to the
benchmark simulation, as shown in Fig. 9(a). It appears that,
with increasing strain, it is more energetically favourable for
the atoms to retain their single-crystal structure in the slower-
rate simulations.

Dynamic recovery mechanisms subsequently appear to be
present in the slower-rate simulations, as the longer time scale
gives dislocations more time to recover [110]. As a result dis-
locations pile up less and thus do not form grain boundaries,
limiting grain refinement. This is evident when considering
Figs. 8(e) and 9, where the slower strain rate simulations show
much lower dislocation densities. In fact, the lower the strain
rate, the lower the dislocation density post-yielding. It is also
possible that the dislocations are simply unable to pile up,
because the large dislocation network, on different slip planes,
impedes extended dislocation glide [111]. As dislocation mo-
tion becomes constrained, the formation of low-angle grain
boundaries and thus, further grain refinement, would then be
inhibited.

Experimental works suggest that severe plastic deforma-
tion at a lower strain rate correlates to a larger mean grain size
[75,77] and it is possible that the present simulation cell size is
the limiting factor. In the future, it may be beneficial to carry
out shearing simulations with a much larger number of atoms
to ascertain whether this is the case.

We also conducted a simulation using conjugate gradient
shearing as discussed above. This simulation represents the
athermal limit, and we show the results, in comparison to the
benchmark simulation, in Fig. 10.

Figure 10(a) shows a comparison of the excess poten-
tial energy. As before, the benchmark simulation peaks at
0.24 eV/atom at γ = 0.27 before reducing. However, rather
dramatically, the conjugate gradient (CG) simulation in-
creases up to a peak of 0.76 eV/atom at γ = 0.5, before
sharply decreasing to ∼ 0.16 eV/atom and remaining there
until γ ≈ 8, before decreasing and plateauing again at ∼ 0.06
eV/atom at γ = 10.

Figure 10(b) shows the presence of grains in the CG
simulation, with ∼ 146 grains at γ = 0.56. This number
stays roughly the same until γ = 6.2 when the grain number

FIG. 10. Conjugate gradient simulation compared with bench-
mark simulation: (a) Excess potential energy, (b) number of grains,
(c) dislocation density.

begins to decrease until γ = 10, where 56 grains remain.
This is an interesting observation because the slower strain
rate simulations above did not produce a nanocrystalline
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FIG. 11. Visualization of the conjugate gradient simulation at
γ = 10: (a) local crystal orientation, atoms not identified as bcc by
polyhedral template matching are not shown, and (b) dislocations.

structure while the lowest-limit CG simulation does. Fig-
ure 11(a) shows the atoms colored by their local crystallo-
graphic orientation for the CG simulation at 10 strain and we
can clearly see the presence of a nanocrystalline structure. At
γ = 10, the excess potential energy for the CG simulation
is lower than the benchmark. Figure 10(b) shows that this
decrease in excess potential energy corresponds to a decrease
in grain number. This suggests that the excess potential energy
is predominantly associated with grain boundaries and as the
total grain boundary area reduces, so too does the excess
potential energy.

Considering Fig. 10(c), we note that the CG simulation
initially has a low dislocation density up to γ = 4, after which
there is a gradual increase. At γ ≈ 6, we see a sharp increase
in dislocation density until γ ≈ 9, where the dislocation den-
sity is ∼ 3.0 × 10−3 Å−2, much more than the benchmark or
slower-rate simulations. At γ = 10, the dislocation density is

∼ 2.5 × 10−3 Å−2, which is still higher than the benchmark
simulation. Figure 11(b) shows the identified dislocation lines
in the CG simulation cell at γ = 10. We observe a dense
dislocation network, with many piled up dislocations at the
grain boundaries, similar to the benchmark simulation.

These results are very interesting in the context of
the benchmark and slower-rate simulations. We observe
nanocrystal formation at very high strain rates with the bench-
mark simulation, and also in the athermal lower limit CG
simulations, however, not in the intermediate rate simulations.
Above, we proposed that dynamic recovery mechanisms are
present in our molecular dynamics simulations of iron, and
that the longer timescales associated with the slower-rate sim-
ulations give dislocations more time to recover [110] and thus
limit grain refinement. In the CG simulation, on the other
hand, thermal driving forces are absent, and thus nanograins
are formed. As such, it appears that the benchmark simulation
strain rate is sufficiently high to limit dislocation recovery
mechanisms, which leads to the build up of dislocations and
further grain refinement.

E. Carbon Impurities

In this section, we consider the effect of carbon im-
purities on nanocrystal formation during high shear. Some
sources suggest carbon content of 0.006% has some effect
[112] while others argue that a carbon content as low as
0.001% can already substantially affect the properties of iron
[113]. Ferritic/martensitic steels that have been selected for
fusion applications typically contain less than 0.15% carbon
[114]. The atomic size of carbon is sufficiently small that
the atom can enter the iron lattice as an interstitial solute
atom [115]. Experiments showed that carbon can greatly in-
fluence the microstructural behavior of iron. For example,
Stein [116] showed that the dislocation velocity exponent
increases in iron with an increase in carbon content when
held at room temperature. This alters the yield point and
rate of crack propagation within the material. Molecular dy-
namics simulations have also explored the effect of carbon
interstitials, for example they can block dislocation motion
in an iron simulation cell [117]. Here we inserted 102 car-
bon atoms into the simulation cell, that is 100 appm or
0.01 atomic%.

Figure 12 shows simulation properties with and without
carbon impurities. In this figure, we compared the bench-
mark simulation with the simulation cell containing 100
appm carbon. Figure 12(a) shows the differences in kinetic
energy between the simulations. The benchmark simulation
experiences a rapid increase in kinetic energy, from 0.039
eV/atom at γ = 0.27, to 0.072 eV/atom at γ = 0.3, before
rapidly decreasing and plateauing at 0.042 eV/atom. Simi-
larly, the kinetic energy for the carbon-containing simulation
increases from 0.039 eV/atom at γ = 0.27, to 0.067 eV/atom
at γ = 0.3, before rapidly decreasing. Hence, the differ-
ence in maximum kinetic energy between the simulations is
∼ 0.005 eV/atom. Furthermore, both simulations experience
kinetic energy reductions to 0.043 eV/atom at γ = 0.32. After
this point, both kinetic energies remain very similar, with only
minor differences between them.
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FIG. 12. Simulation data plotted as a function of strain for benchmark and carbon-containing simulations. Strain rate dγ /dt =
1/33.5 ps−1 ≈ 2.985 × 1010 s−1 and damping parameter b = 6.875 eV fs Å−2 = b1. The purple line is for the benchmark and the green line
is for 100 appm carbon in iron simulation. (a) Kinetic energy, (b) potential energy, (c) number of grains, (d) von Mises stress, (e) dislocation
density, (f) temperature.
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In Fig. 12(b), the behavior of the excess potential energy
is nearly identical for both simulations up to γ = 1. Both
cells experience a rapid increase from γ = 0, followed by a
rapid decrease at γ = 0.27, to a value of ∼ 0.09 eV/atom
at γ ≈ 0.82. However, the excess potential energy of the
carbon-containing simulation increases again from this point,
reaching 0.12 eV/atom at γ = 2, before decreasing slightly,
and once again increasing to 0.13 eV/atom at γ = 8. This
trend is also shown in Fig. 12(d), which shows the von Mises
stress for both cells.

Figure 12(c) shows the number of grains found in each
simulation cell. There are some minor differences between
the two simulations. The initial grain number increases up
to ∼ 400 for the benchmark simulation, while the maximum
number of grains found in the cell with carbon atoms is
440, a difference of 40 grains. Nevertheless, both simula-
tions experience a nearly identical trajectory from γ = 0.27
to γ = 3. After this point, the number of grains present in the
benchmark simulation is noticeably larger than the carbon-
containing cell. For example, at γ = 8, the number of grains
found in the benchmark simulation is ∼ 260, while the carbon-
containing cell only has ∼ 210.

A similar trend is observed when considering the disloca-
tion densities of the simulations in Fig. 12(e). The trajectories
of the simulations are nearly identical up to γ = 3. With
continued shearing, the dislocation density of the carbon-
containing cell is noticeably larger, until the values become
similar for both simulations at γ ≈ 8.5.

In Fig. 12(f), it is interesting to note very similar
temperatures for the benchmark simulation and carbon-
containing simulation, while the kinetic energy is not
identical. It is not immediately apparent what could cause
this.

Carbon atoms can move within the material by jumping
between interstitial sites through diffusion [118]. The work
done by Wert [119] characterized the diffusion coefficient of
carbon in iron as a function of the temperature, and subsequent
work has pointed to a diffusion barrier of ∼ 0.87 eV for
carbon in iron at room temperature [120]. This is consistent
with the work of Tapasa et al. [121], which found the ac-
tivation energy of C migration in iron to be 0.82–0.86 eV.
Fu et al. [122] performed density-functional theory (DFT)
calculations to explore the migration energy of C atoms in
Fe. They found that C atoms will migrate from neighboring
octahedral sites through a tetrahedral site, with an energy
barrier of 0.87 eV. This value agrees with the work of Wert
[119] and Tapasa [121]. Other DFT calculations have also
obtained similar values [123,124]. In the carbon containing
simulation, the highest kinetic energy exhibited by and indi-
vidual carbon atom is 0.65 eV. This suggests that the carbon
atoms in our simulation are inherently immobile and will
only move through the reordering of atoms through applied
strain.

In Fig. 12(e), the carbon-containing cell initially shows a
higher dislocation density compared to the benchmark simu-
lation up to γ ≈ 8.5, after which they become similar. Carbon,
behaving as a solute interstitial in the lattice, impedes dislo-
cation motion [125]. This prohibits dislocations from gliding
effectively within the lattice, hampering their movement to-

ward grain boundaries and limiting the formation of new
low-angle grain boundaries.

IV. CONCLUSION

Nanocrystal formation in iron under high shear strain
has been observed through molecular dynamic simulations.
The process of nucleation and growth of nanograins dur-
ing the shearing involves a disordered state, reordering of
atoms, and grain coarsening. The disordered state is caused
by the stretching of atomic bonds to very high levels due
to the initially pristine simulation cell. This is followed by
an increase in kinetic energy at yielding as dislocations are
produced and atoms are reordered, leading to a sudden in-
crease in kinetic energy gained from the drop in potential
energy. Subsequently, this energy is dissipated into the en-
vironment, mimicked by the thermostat. Atoms rearrange
locally to achieve energetically favorable configurations that
lead to the formation of nanograins.

We have examined the influence of various factors, such
as thermostat temperature, heat dissipation rate, shear strain
rate, and carbon content. Simulations at higher temperatures
still form nanocrystalline microstructures, but with larger and
longer grains. A faster rate of heat dissipation altered the
grain refinement process, but still involved a disordered state,
followed by a reordering of atoms and nanograin formation.

Dynamic restoration mechanisms were observed to play
a major role in nanocrystal formation. Simulations with a
slower strain rate did not produce nanocrystalline material,
with only a single crystal structure being observed. However, a
conjugate gradient shear simulation, which captures the ather-
mal, low deformation rate limit, did produce a nanocrystalline
structure, which leads us to believe that the longer time scales
of the slower-rate simulations allow dislocation recovery pro-
cesses to occur rather than allowing them to pile up and
create nanograins. The inclusion of carbon interstitial atoms
had little effect on nanocrystal formation, with the process
of grain refinement being very similar to that of the pristine
material.

The current simulations demonstrate a possible mechanism
of nanograin formation using high-shear methods and have
explored large strains previously not computationally consid-
ered in literature. These results provide a clear indication of
which factors are and are not critical for nanograin formation
in MD simulations

ACKNOWLEDGMENTS

The authors gratefully acknowledge the Department of
Engineering Science at the University of Oxford for their
contribution to the funding of the project. This work has
been carried out within the framework of the EUROfusion
Consortium, funded by the European Union via the Euratom
Research and Training Programme (Grant Agreement No.
101052200—EUROfusion) and from the EPSRC [Grant No.
EP/W006839/1]. The authors acknowledge the use of the
Cambridge Service for Data Driven Discovery (CSD3) and
associated support services provided by the University of
Cambridge Research Computing Services [126] in the com-

016001-21



TOLKACHEV, MA, MASON, AND HOFMANN PHYSICAL REVIEW MATERIALS 9, 016001 (2025)

FIG. 13. Simulation data against strain for cells initially containing defects compared with the benchmark simulation: (a) total number of
grains, (b) von Mises stress, (c) dislocation density.
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APPENDIX: FURTHER ANALYSIS

1. Symmetry breaking

While we focus on initially pristine simulation boxes,
in line with common practice for molecular dynamics
simulations of metallic systems [33], we recognize that, apart
from the previously mentioned defect free microwhiskers,

most real metallic systems will have some initial concen-
tration of defects. As such, we performed simulations with
different levels of pre-existing defects for comparison. We
carry out a simulation with nine vacancies, located at the
center of the box, henceforth denoted by 9Vac. We also carried
out a simulation with 1000 randomly distributed vacancies,
denoted by 1000Vac. Lastly, we performed a simulation with a
pre-existing self-interstitial prismatic 1

2 〈111〉 dislocation loop
with a diameter of 15 Å, denoted as 15SIA. The results are
shown in Fig. 13.

Figure 13(a) shows nanograin formation for all simula-
tions, in spite of the fact that these simulations are seeded with
defects. The behavior of the benchmark and 9Vac simulation
are very similar in that at γ = 0.27, we see a large increase
in the number of grains followed by a sharp decrease. This
does not occur for the 1000Vac and 15SIA simulations, which
show a gradual increase in grain number, starting at γ ≈ 0.25.

Figure 13(b) shows that the yielding and post yielding
stress-strain behavior is again also very similar between the
benchmark and the 9Vac simulation. The 1000Vac simulation
yields at a lower stress and at an earlier strain of γ = 0.24
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when compared to the benchmark value of γ = 0.27. A de-
crease in yield stress is also observed for the 15SIA simulation
however, this occurs at γ = 0.27, in line with the 9Vac and
benchmark simulations. This is expected as the simulations
of [33] previously showed that the yield stress decreases as
defects are seeded into the system. This is not surprising
because voids can act as dislocation sources [34,95] while the
presence of a dislocation loops reduces the stress because gen-
erating new dislocations from perfect crystal requires greater
stress than the multiplication of existing dislocations [129].
This is further shown in Fig. 13(c), where the production of
dislocations occurs at a lower strain value for the 1000Vac and
15SIA simulations. Interestingly, we observe the creation of
nanocrystalline iron irrespective of the starting configuration.

2. Cell size influence

Selecting a simulation cell size that provides valid results,
while remaining within the computational limitations is an
important aspect of any molecular dynamics simulation. Stre-
itz et al. [48] recommended a simulation size of 8 million
atoms for molecular dynamics simulations to produce size-
independent results and as such, we performed a simulation
with an a 8 192 000 atom simulation cell and subjected this to
shear strain at the same strain rate as the benchmark simula-
tion. The results are shown in Fig. 14. All other parameters
were kept identical to the benchmark simulation.

Figure 14(a) shows the stress-strain response of the bench-
mark simulation compared to the large simulation box. Both
simulations yield at 38 GPa at γ = 0.27, before the bench-
mark simulation reduces to and plateaus at ∼ 16 GPa. The
larger simulation box also reduces to ∼ 17 GPa however, after
γ = 5.5, both simulations saturate at ∼ 17 GPa until the end
of the simulation.

Figure 14(b) also shows the dislocation density for each
simulation. Overall, the dislocation density response in the
benchmark and larger simulation are virtually identical up
to γ = 2.25. After this point, the dislocation density for the
larger simulation is higher than that of the benchmark simula-
tion. It is not immediately evident why this difference may be
occurring as there are no anomalies in the material response
which can be attributed to this.

Figure 14(c), shows the total number of grains per 1 million
atoms for the benchmark and large simulation. As expected,
the large simulation has much more grains than the benchmark
simulation so the data is normalized. Both simulations show
a sharp increase in grain number to ∼ 410 grains per million
atoms at γ = 0.27, and exhibit very similar behavior after this
point. However, after γ ≈ 1.25, the benchmark simulation
has a slightly greater number of overall grains per million
atoms.

Overall, the material response of the smaller and larger
box sizes are very similar and thus provide confidence that
the 1 million atom cell exhibits representative behavior. As
previously mentioned, we are not ruling out the existence of
size effects at larger simulation sizes, but we do not further
explore these in this work.

FIG. 14. Material behavior dependence on simulation size:
(a) Von Mises stress. (b) dislocation density, (c) total number of
grains per 1 million atoms.

3. Slip systems

To analyze the slip systems activated by shearing in the
current orientation, we calculated the Schmid factor [94]. We
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FIG. 15. Schmid factor for all slip systems in bcc system under
shear strain.

apply a constant shear strain in the xy direction, resolving to
principal strain at 45◦. While the stress magnitude and direc-
tion changes as the simulation progresses, the initial applied
stress direction is σ = [110]. With shear strain confined to
the xy direction and periodic boundary conditions in place,
plane stress is assumed. In bcc structures like α iron, slip
direction predominantly align with the 〈111〉 family, while
slip planes encompass the {110}, {112}, and {123} fami-
lies for iron [130,131]. Using these stress values alongside
slip planes and directions, we calculated the Schmid factor
using

m = cos(φ) cos(λ), (A1)

where m is the Schmid factor, φ is the angle between the
normal of the slip plane and the direction of applied stress,
and λ is the angle between the direction of applied stress and
the slip direction.

The Schmid factor can be calculated using

cos(φ) = 	σ · 	n
|	σ ||	n| , (A2)

cos(λ) = 	σ · 	d
|	σ || 	d| , (A3)

where 	n is the vector normal to the slip plane, and 	d is the
vector in the direction of the slip.

There are a total of 48 slip systems in bcc metals. A full list
of these can be found in Ref. [132]. The Schmid factor was
calculated for each system and this is shown in Fig. 15. The
numbering of the slip systems matches that which is employed
in Table 2 of Ref. [132].

Figure 15 shows that multiple slip systems can activate
when the crystal is oriented along x = [100] and the stress
is applied in the σ = [110] direction. This observation may
shed light on why the grain refinement process produces
nanograins after a highly disordered state. During the shearing
of the cell, a diverse set of slip systems is simultaneously en-
gaged. Upon reaching the yield point, this leads to dislocations
on multiple slip systems, resulting in strong forest hardening

FIG. 16. Dislocation density comparison between standard dis-
location analysis and dislocation analysis carried out when atoms
near grain boundaries are removed.

and subsequent dislocation organization and grain boundary
formation.

4. Further dislocation analysis

We performed additional dislocation analysis calculations
after eliminating grain boundaries. This is done by removing
atoms close to grain boundaries using the code developed by
Mason [96,133]. It provides the distance d of each atom to the
nearest grain boundary. Atoms with d < 1 Å were excluded,
followed by a subsequent dislocation analysis calculation.
Figure 16 displays the analysis outcomes.

Figure 16 shows that the standard dislocation analysis
tends to overestimate dislocation density, possibly due to
grain boundaries. Dislocations can glide and accumulate at
grain boundaries, with some leading to the formation of
low-angle grain boundaries [4,9–11]. It is likely that dis-
location analysis modifier interprets certain low-angle grain
boundaries as dislocation lines, accounting for the discrep-
ancy in dislocation count. Specifically, conspicuous spikes
in dislocation density γ ≈ 4.8 are observed, absent when
d < 1 atoms are excluded. Thus, we conclude that the stan-
dard dislocation analysis encompasses dislocation pileups in
its dislocation density computation. Nevertheless, the current
analysis remains a robust foundation for comparing various
simulations.

5. What constitutes a grain?

In this work, we considered a minimum grain size of 50
atoms when determining the number of grains present within
the system. Figure 17 shows the comparison of grain numbers
for the benchmark simulation with different numbers of atoms
selected to form the minimum grain size. The Ovito default of
100 atoms was selected for comparison, as was 5558 atoms,
which corresponds to a 5 nm diameter spherical grain. A
5 nm grain corresponds to a minimum grain size which can
accurately be resolved using transmission Kikuchi diffraction
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FIG. 17. Total number of grains based on a minimum number of
atoms per grain.

(TKD, or t-EBSD) [134], allowing comparisons with future
experimental HPT data.

Figure 17 shows that the number of grains between the 50-
and 100-atom analyses largely follow the same trajectory. At
γ = 0.27, our 50-atom analysis showed 400 grains while the
100-atom analysis showed 215. This means that 185 grains
were found to have less than 100 but more than 50 atoms at
this point. This further suggests that the spike is caused by
a highly disordered state of the atoms whereby only small
pockets of bcc atoms remain, which is flagged as a grain.
At this strain value, the 5 nm grain analysis cannot pick up
any grains due to the highly disordered state, and the grain
number is shown as zero. After γ = 2, the 50- and 100-
atom trajectories follow the same trajectory; however, there
is always a difference of ∼ 40 grains between the analyses.
Therefore, we conclude that there are always ∼ 40 grains
in the simulation cell which have less than 100 atoms but
more than 50. Interestingly, the 5 nm grain analysis does
not follow the same trajectory, and instead hovers around
1 grain up to γ ≈ 1.37. After this point, the grain number
increases for the 5 nm analysis, as shown in Fig. 17. A local
maximum of grain number is reached at γ ≈ 2.5, with 30
grains being present. This is followed by a minor decrease,
after which the grain number sits steadily at ∼ 25 after γ = 4.
As such, we observe that the process of grain refinement is
still observed, even if we define a grain with a minimum of
5558 atoms.

By increasing the minimum number of atoms that consti-
tute a grain, we can compare the effects of temperature and
carbon on the formation of experimentally observable grains.
Figure 18 shows the number of 5 nm spherical grains found
in different temperature simulations and carbon-containing
simulations.

In Fig. 18(a), there is no initial spike in 5 nm grains for any
simulation, and the trajectories of the different simulations
are largely similar until γ ≈ 2.5. This is contrary to the data
shown in Fig. 4(c), which shows that the 300 K simulation
has the most grains at this point, suggesting that at 300 K,
the grain numbers are increased due to the presence of many
small grains. We also notice that the 1000 K simulation has

FIG. 18. Number of 5 nm spherical grains found in the sim-
ulations. (a) Dependence of temperature on 5 nm grains, and
(b) dependence of carbon inclusion on 5 nm grains.

∼ 2 grains larger than 5 nm at γ = 10, which is visible by
considering Fig. 5(e). Ultimately, the 300 K simulation still
shows the largest number of grains overall. However, this is
not to the same extent as in Fig. 4(c), again suggesting that
the shearing process stimulates the production of many small
grains in the 300 K simulation. Nevertheless, the 500 K and
800 K simulations also have many small grains, and this is
visible by comparing Fig. 18(a) with Fig. 4(c). For example,
at γ = 6, the total number of grains present for the 500 K sim-
ulation is 120 and that number drops to 20 when considering
only 5 nm grains.

Figure 18(b) also shows the comparison of 5 nm grains
between the benchmark and carbon-containing simulation.
We show here that the deviation in grain number observed
in Fig. 12(c) does not occur when considering 5 nm grain, up
to γ = 8.5. This suggests that the benchmark simulation has
many smaller grains than the carbon-containing simulation.
After γ = 8.5, we notice that the carbon-containing simu-
lation begins to dip in grain number while the benchmark
simulation cell rises.
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6. Thermal stability of grains

It is important to consider the stability of the newly formed
grains to assess their usefulness for future simulations. The
benchmark simulation and the variable temperature simula-
tions from Sec. III were chosen for assessment. These cells
were thermalized for 1 ns using the isoenthalpic-isobaric
ensemble (NPH) ensemble, with the Langevin thermostat
keeping the temperature at 300 K, 500 K, 800 K, and 1000 K,
respectively. Figure 19 shows the total number of grains
present after the 1 ns run time for each simulation cell. For
the purposes of this comparison, the minimum grain size was
taken as 50 atoms.

Figure 19 shows that all cells follow similar trends. There is
first a reduction in the number of grains found in the cell, after
which the number of grains stabilizes after ∼ 700 ps of ther-
malization. The 300 K, 500 K, and 800 K simulations stabilize
at ∼ 150, ∼ 56, and ∼ 35 grains, respectively. Interestingly,
the 1000 K simulation stabilizes much earlier, at a value of two
grains. The results suggest that the nanocrystalline structure
should remain stable at finite temperatures.

FIG. 19. Number of grains present in different temperature sim-
ulations after thermalizing.
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