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Abstract
A model for the pedestal density prediction based on neutral penetration combined with
pedestal transport is presented. The model is tested against a pedestal database of JET-ILW Type
I ELMy H-modes showing good agreement over a wide range of parameters both in standalone
modelling (using the experimental temperature profile) and in full Europed modelling that
predicts both density and temperature pedestals simultaneously. The model is further tested for
ASDEX Upgrade and MAST-U Type I ELMy H-modes and both are found to agree with the
same model parameters as for JET-ILW. The JET-ILW experiment where the isotope of the main
ion is varied in a D/T scan at constant gas rate and constant βN is successfully modelled as long
as the separatrix density (ne,sep) and pedestal transport coefficient ratio (D/χ) are varied in
accordance with the experimentally observed variation of ne,sep and the isotope dependence of
D/χ found in gyrokinetic simulations. The predictions are found to be sensitive to ne,sep which
is why the model is combined with an ne,sep model to predict the pedestal for the STEP fusion
reactor.
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1. Introduction

To maximize the efficiency of a tokamak based fusion reactor
the confinement of the plasma should be optimized. The main
operating regime with good confinement is the so called high
confinement mode or H-mode in which a transport barrier
near the plasma edge develops a steep pressure gradient region
called the pedestal. Since the temperature gradient in the core
plasma is often ‘stiff’ due to turbulence that clamps ∇T/T
close to a threshold value [1], the global confinement of the
tokamak can be optimized by increasing the height of the ped-
estal temperature. Thus, a reliable model for the pedestal is
a key requirement for predicting the performance of burning
plasma devices, such as ITER [2] or the proposed spherical
tokamak STEP [3].

The EPEDmodel [4, 5] is based on the requirement that the
pedestal plasma pressure profile is marginally stable to both
kinetic ballooning modes (KBMs) and peeling-ballooning
modes. While the EPED model has had great success in pre-
dicting the pressure pedestal on existing tokamaks it is not
able to separately predict density and temperature pedestals
but instead takes the density pedestal as an input to the model.
In order to be fully predictive, the EPEDmodel has to be exten-
ded to include the prediction of the density pedestal along with
the temperature pedestal.

A model based on a combination of neutral particles ion-
isation, charge exchange and plasma particle transport to pre-
dict the density pedestal structure is introduced in [6]. In [6]
the free parameters related to the transport coefficients in the
model are set based on the experimental JET data and it is val-
idated for the JET-ILW (ITER-like beryllium–tungsten wall)
database [7] with good results. Here we introduce the model
shortly in section 2. In section 3we expand the validation effort
to two other tokamaks, ASDEX Upgrade and MAST-U. The
pedestal density is predicted in two ways: using the experi-
mental temperature profiles as input and predicting the tem-
perature profile with the EPED1 model [4] together with the
density prediction. After the validation, in section 4 we dis-
cuss the sensitivity of the prediction to the boundary condition
used, namely the separatrix density. We combine the pedestal
density model with a model that predicts the separatrix dens-
ity to predict the JET density pedestals using only engineering
parameters in the model. In section 5 we address a particular
effect on the pedestal density, namely the isotope effect, by
testing a dedicated scan of the isotope mass of the plasma ions
on JET. Finally in section 6, we use the model to predict the
pedestal density of the STEP fusion reactor and discuss the
sensitivity of the prediction.

2. Density prediction model

In the model by Groebner et al [8], which further develops the
model by Mahdavi et al [9], the neutral particles from outside
the separatrix are assumed to be freely streaming at the dis-
sociation or so-called Franck–Condon energy. The increase

of plasma density through ionisation in the edge plasma is
compensated by diffusive plasma transport until a steady state
is reachedwhere the ionisation and the transport are in balance.
This model ignores the charge exchange processes that can
increase the energy of the neutral particles, allowing them to
reach further into the plasma before getting ionised. Burrell’s
model [10] treats neutral penetration as a diffusive process
but includes the charge exchange neutrals into the model.
Interestingly, this leads to an analytic solution for the neutral
density having the same functional form as that for the free
streaming model, although the resulting neutral penetration
depth, λ, is different. Furthermore, in the pedestal temperature
range 40–200 eV, the numerical values of the corresponding
values of λ are rather similar. The diffusion model becomes
valid when σCXvth,i ≫ σivth,e (σCX and σi are charge exchange
and ionisation cross sections, respectively, and vth,i and vth,e
are the thermal velocities of ions and electrons, respectively)
[11], which is appropriate for higher pedestal temperatures,
say, around 1 keV, when the predicted value of λ for the free
streaming model would greatly exceed that for the diffusion
model. The model presented below does involve free stream-
ing of both Franck–Condon and charge exchange neutrals.

In our model we obtain the radial profile of the electron
density,ne (r), in the H-mode pedestal region by balancing
radial diffusion, with coefficient Dped (r), against ionisation
of both low energy Franck–Condon and the more energetic
charge exchange neutrals, with densities nFC (r) and nCX (r),
respectively, themselves being modelled by balancing inward
convection against ionisation and charge exchange sources
and sinks.

The ionisation model described above is represented by the
three equations:

∇.(Dped∇ne) =−ne (nFC + nCX)Si (1)

∇.(VFCnFC) =−ne (nFCSi + nFCSCX) (2)

∇.((VCXnCX)) =−ne
(
nCXSi −

1
2
nFCSCX

)
, (3)

where Si and SCX are the ionisation and charge exchange rates,
respectively, while VFC and VCX are the corresponding radial
velocities of the two species, each considered to be mono-
energetic. Strictly speaking Si and SCX depend on temperature
and density but since the main dependency is on temperature
[12], for simplicity we assume here that they depend only
on temperature. Thus, Si = σivth,e, SCX = σCXvth,i. The diffu-
sion coefficient Dped may have a radial profile and this is
explained more in detail below. For the radial velocities of the
neutrals, we follow [13], setting |VFC,r|=

√
8EFC/π 2Mi, with

EFC ∼ 3 eV, and |VCX,r|=
√

2Ti/πMi (we drop the suffix r,
below). The factor 1/2 in equation (3) represents the fact that
the outward flux of fast charge exchange neutrals is taken to
be lost.

The derivation of the model is fully described in [6] and
here we present only the final one dimensional differential
equation to be solved:
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d
dx

(⟨
|∇r|2

⟩
Dped

dne
dx

)

= neSi

[
(Si + SCX)

(Si + SCX/2)

⟨
|∇r|2

⟩
Dped

|VFC|fFC
dne
dx

− (Si + SCX)(
Si +

SCX
2

)
× C

|VFC|fFC
+

(
(Si + SCX)

(Si + SCX/2)
|VCX|fCX
|VFC|fFC

− 1

)
⟨nCX⟩

]
(4)

⟨nCX⟩= ⟨nCX (0)⟩exp

 xˆ

0

dx ′
ne (x ′)Si
[VCX] fCX


+

|VFC| fFCSCX⟨nFC (0)⟩

2 [VCX] fCX
(
Si + SCX − |VFC|fFC

VCXfCX
Si
) . (5)

Here <> refers to the flux surface average. x is a radial
coordinate with the origin corresponding to the separatrix. fCX
and fFC are form factors for charge exchange and Franck–
Condon neutrals. They account for the poloidal distribution of
the respective neutral populations. Even though there is evid-
ence of poloidal asymmetry of the sources [14], for simpli-
city, in this work both have been set to 1 but can be adjus-
ted if more information on the poloidal neutral particle dis-
tribution is available. One thing to note is that the modelling
in section 3 was done with a fixed value of ⟨nFC (0)⟩ for all
shots. Having a slightly higher value of ⟨nFC (0)⟩ and fCX and
fFC below 1 (which is expected if neutrals are more concen-
trated near the X-point) would lead to results very similar to
those shown. In any case, if a more comprehensive model for
the scrape-off layer is integrated with our simple model, the
uncertainties related to these quantities can be reduced. c is
a constant of integration from integrating equation (1) and is
defined as c = ⟨|∇r|2⟩Dped

dne
dx |x=−∞, where dne

dx |x=−∞ is the
electron density gradient in the core representing the particle
flux from the core. Finally, Dped is the particle diffusion coef-
ficient in the pedestal region. We will describe next how it is
determined.

Following [15] we assume that the particle diffusion in the
pedestal region is a combination of the neoclassical and turbu-
lent fluxes. The turbulent flux is divided into two components,
that due to KBM,which is driven by the pressure gradient once
a threshold value of the gradient is exceeded and that due to
temperature gradient or TG driven turbulence. Even thoughwe
here use the term ‘TG’, this part of the particle flux is taken to
represent all the turbulence driven by the temperature gradient,
not only the modes that are described in gyrokinetic simula-
tions (such as in [16]) as ‘ITG modes’ or ‘ETG modes’. For
this model, the character of turbulence is not important, only
the driving gradient. The combined particle diffusion coeffi-
cient is then Dped = DKBM +DTG +DNEO

DNEO =
χNEO

2
= 0.05

(
ρ2scs
a

)
(6)

DTG =

(
D
χ

)
TG

Ptot,e

Sne∇T
(7)

DKBM =

{
CKBM (α−αcrit) ·

(
ρ2
s cs
a

)
,α > αcrit

0,α < αcrit

, (8)

With α=
2dV/dψ

(2π )2

(
V

2π 2R0

)1/2

µ0
dp
dψ

. (9)

Here ρs is the ion Larmor radius, cs is the ion sound
speed, a is the tokamak minor radius, Ptot,e/S is the total
power flux carried by electrons through the pedestal, α is the
normalised pressure gradient, V is the plasma volume, ψ is
the poloidal flux, R0 is the geometric centre of the plasma

and p is the pressure. The terms
(
D
χ

)
TG
, CKBM and αcrit are

adjustable parameters in the model.
(
D
χ

)
TG

represents the

ratio of particle to electron heat flux due to the temperature
gradient driven turbulence,CKBM represents the strength of the
KBM turbulence when the pressure gradient threshold αcrit is
exceeded.

In addition, the ordinary differential equations (4) and (5)
require boundary conditions to solve them. The separatrix
density, ne,sep is taken from the experiment by defining it at
the same radial location as where the separatrix temperature
is given by the 2-point model [17]. In section 4, we also use
a model from [18] to calculate it from engineering paramet-
ers. The density gradient at the separatrix is set to dne

dx |x=0 =

− ne(0)√
DSOLτ||

, where the particle diffusion coefficient DSOL, is

calculated from equations (6)–(9) at the separatrix and τ∥ is
the time-scale of free streaming particles along the field lines
to the divertor. Finally, the neutral particle density at the sep-
aratrix ⟨nFC (0)⟩, and the ratio of Franck–Condon and charge
exchange particle densities at the separatrix have to be spe-
cified. The sensitivity of the model to these boundary condi-
tions is discussed later, as well as how to include a physical
model for them.

In addition to using the experimental value for the sep-
aratrix density ne (0), which is not an engineering parameter
(i.e. is not known prior to the experiment), we also tested a 2-
point scrape-off layer model based on [18] to predict ne (0).
The model in [18] requires the neutral pressure in the sub-
divertor region as input. Since that is not an engineering para-
meter either, we use the total gas injection rate as a proxy
to it.

3. Model testing against experiments

The model described above is implemented as a standalone
code that uses known experimental pedestal temperature pro-
files and only predicts the pedestal density and also in Europed
[19], where it is combined with the EPED1 model [4] and
allows simultaneous prediction of both the density and tem-
perature pedestals. Since the comparison with JET experi-
ments has been presented earlier in [6], we summarise the
result here but concentrate on the testing of the model using
the parameters found for JET-IL with the experimental data
from ASDEX Upgrade (AUG) and MAST-U. The quantity
compared between the model simulations, ne,ped is defined as
the density value at ψN = 0.85. This is also where dne

dx |x=−∞
needed for the parameter c is defined. Also, by being well
inside of the pedestal region, we avoid issues related to dif-
ferent pedestal widths between cases and the fact that the

3
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model does not assume any functional form (such as hyper-
bolic tangent that is used to fit the experimental data) for
density.

3.1. JET

For testing the model against JET type I ELMy H-modes, we
use over 1000 discharges from the JET-ILW pedestal database
[7], excluding discharges with pellets, RMP ELM mitigation
or impurity injection. The plasma parameters in the database
cover a wide range: total plasma current Ip = 1.4–4.0 MA,
toroidal magnetic field Bt = 1.0–3.8 T, total heating power
Ptot = 3–31 MW and triangularity δ = 0.15–0.45. The para-
meters used in both Europed and the standalone model are
the following: ⟨nFC (0)⟩ = 1015 m−3 and τ|| = 0.001 s which
are both reasonable values for JET, and αcrit = 2 which is
slightly below the n=∞ ideal MHD ballooning mode sta-
bility limit for JET pedestals and which is where the KBM

stability threshold is expected to lie. The ratio
(
D
χ

)
TG

and

CKBM were varied to find values that best fit the data. In
the standalone modelling using the experimental temperature

profile,
(
D
χ

)
TG

= 0.1 and CKBM = 0.3 were found to give a

very good match with the experimental density pedestals (root
mean square error, RMSE=15%). We note here that the good
match with experiment is not very sensitive to the parameter
values as is shown below for a very different set of paramet-
ers. The parameter values are also unlikely to be the same in
all plasma conditions and our simple assumption to keep them
fixed is likely to have contributed to the spread of modelled
data. If the simple equations (8)–(10) for pedestal particle dif-
fusivity can be replaced by for instance a reduced transport
model based on gyrokinetic simulations, the accuracy of the
prediction model is likely to improve further.

In the self-consistent Europed simulations that impose the
EPED1 KBM constraint (∆= 0.076

√
βp,ped, where ∆ is the

pressure pedestal width and βp,ped is the poloidal β at the ped-
estal top) and predict both the temperature and density pedes-
tals simultaneously, the KBM part in equation (8) in the pedes-
tal density prediction model can often lead to a feedback loop.
If the hypothetical pedestal pressure gradient for a given ped-
estal width exceedsαcrit it results in an increased value ofDped,
which in turn lowers the density pedestal bringing the pressure
gradient closer to the critical value. Europed then forces the
pedestal pressure to fulfil the EPED1 condition, which means
increased Te,ped. This in turn increases the pressure gradient
and the loop continues. Replacing the EPED1 condition in
Europed with some other pedestal model (e.g. [20]) could pos-
sibly avoid this problem. Here, we just set CKBM to zero and

increase
(
D
χ

)
TG

to 0.5 to also account for the rest of the KBM

turbulence as in this way we avoid the feedback loop.
With these values Europed predicts the density pedestals

with an RMSE = 19% which is similar to that achieved using
EPED1 for just the pressure pedestal [5]. Figure 1 shows that
both methods, Europed and the standalone model, predict the
JET pedestal densities over a wide set of pedestals although the

Figure 1. The predicted density pedestal height vs. the experimental
density pedestal height for the JET database using the standalone
model (red) and full Europed modelling (blue) with the parameters

set as CKBM = 0.0 and
(
D
χ

)
TG

= 0.5.

Figure 2. The predicted density pedestal height vs. the
experimental density pedestal height for the AUG database using
the standalone model (red) and the full Europed modelling (blue)

with parameters set at CKBM = 0.0 and
(
D
χ

)
TG

= 0.5.

accuracy of the standalone model is degraded when the KBM
transport is ignored (RMSE = 20%).

3.2. ASDEX Upgrade

The model is tested against an AUG database of 50 discharges
that was used in [21], using exactly the same model paramet-

ers as were used above for JET (
(
D
χ

)
TG

= 0.5, CKBM = 0,

⟨nFC (0)⟩= 1015 m−3 and τ|| = 0.001 s). The plasma paramet-
ers in the database vary as follows: Ip = 0.6–1.2MA,Bt = 1.5–
2.9 T, δ = 0–0.35, Ptot = 1.6–9.8 MW. The comparison with
the experiment is shown in figure 2. In this case the RMSE
is 13% for Europed (with 0.09 used as the width constraint
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as AUG has reported having wider pedestals than which the
standard EPED1 scaling assumes [22]) and 21% for the stan-
dalone model. The agreement with the experimental density
data is remarkably good for Europed considering that we used
the same parameters that were found to work for JET without
any adjustments. Also, the temperature pedestal is predicted
very well, with an RMSE = 16%.

The standalone model works acceptably at low density but
significantly under-predicts the experimental data at higher
densities for which the reason is not clear. One possible
explanation is that the experimental temperature gradient at
high density is shallower than that predicted by Europed. This
would lead to a higher value of χTG (see equation (7)), which
would then increaseDped. The Europed model predicts steeper
temperature gradients, leading to lower Dped and hence higher
density. The experimental measurements on ASDEXUpgrade
confirm that Dped and χ e should be related as is done in the
model, and also that a pinch term (that the model discussed
here ignores) is not required to explain the experimental data
[23].

Finally, if the ASDEX Upgrade pedestals are run with
the standalone model using the parameters that were found

the best for JET standalone model (
(
D
χ

)
TG

= 0.1, CKBM =

0.3) we obtain very good match with the experiment
(RMSE = 15%).

3.3. MAST-U

Since MAST-U has operated only for a short time, the num-
ber of shots available for experimental comparison is relat-
ively small compared to that from JET and AUG. In partic-
ular, the parameter range used in the experiment is relatively
small, since all type I ELMy H-mode experiments have used
750 kA plasma current and the double null plasma shape. This
of course limits the range of densities obtained. Furthermore,
since MAST-U does not have a cryopump, the line averaged
density does not usually saturate during the H-mode phase of
the discharge. However, the diagnostic (Thomson scattering,
details in [24]) for measuring the density and temperature has a
high radial and temporal resolution, which allows sufficiently
accurate fitting of profiles even from a single ELM cycle. The
modelled and measured density pedestal values are shown in
figure 3. As in AUG, the same model parameters as were used
to fit JET data were used. In the Europed modelling a KBM
width constant of 0.1 was used instead of the standard 0.076
of EPED1. The value of this constant was chosen based on the
analysis of MAST data [25].

3.4. Standalone model with realistic parameters

As explained earlier, the KBM constraint in the EPED model
when used together with the pedestal density prediction model
that includes the KBM transport can result in a feedback loop
that leads to a very low density prediction. In practice this can
be avoided in Europed by including all KBM driven trans-
port in the turbulent (DTG) term. While this makes DTG/χTG

Figure 3. The predicted density pedestal height vs. the
experimental density pedestal height for the MAST-U database
using the standalone model (red) and the full Europed modelling

(blue) with the parameters set at CKBM = 0.0 and
(
D
χ

)
TG

= 0.5.

unphysically large, the predictions agree with the experiment
relatively well.

However, to test the physics assumptions of the density pre-
diction model, we can ignore the temperature pedestal predic-
tion using the EPED model and validate the density model
alone with realistic parameters and using the experimental
temperature profile. In this test, we use a much lower and a

more realistic value:
(
D
χ

)
TG

= 0.05 (a typical value for ETG

turbulence [26]), together with CKBM = 1 and αcrit = 2 for the
two convention tokamaks (JET and AUG) and αcrit = 5 for
the spherical tokamak (MAST-U). The difference in the crit-
ical normalised pressure gradient α is in order to take into
account the higher ballooning mode stability limit in a spher-
ical tokamak.

With these assumptions we predict the three databases
using the standalone model and achieve a very good match
with the experiment for all three devices, as shown in figure 4.
The RMSE values for the three devices are: 22% (JET), 16%
(AUG) and 16% (MAST-U).

This test gives confidence and shows the model can include
a substantial KBM component and that allows the other para-
meters to take physically realistic values. It indicates that while
the model struggles with a fully predictive pedestal model
that relies on the KBM limit for the pressure gradient (such
as EPED), it could work better with a fully predictive model
where the explicit pressure gradient constraint is replaced by
something else, such as a model for the heat transport through
the pedestal.

4. The effect of separatrix density

Since our model has a few parameters that are not necessarily
well known a priori, and thus need to be set as input, we test
its sensitivity to these parameters. The effect of some of the
parameters on the prediction was already tested in [6] and it
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Figure 4. The predicted density pedestal height vs. the
experimental density pedestal height for JET (red), AUG (blue) and
MAST-U (black) using the standalone model with the parameters

set at CKBM = 1.0,
(
D
χ

)
TG

= 0.05 and αcrit = 2 (JET and AUG) and

αcrit = 5 (MAST-U).

Figure 5. The predicted density pedestal height as a function
separatrix density with the standalone model (red) and full Europed
model (blue) for a JET discharge 81794. The black star shows the
experimental ne,sep and ne,ped for this discharge.

was found that the model is relatively robust for instance to the
uncertainty of the neutral density at the separatrix. Therefore,
we used the same value of ⟨nFC (0)⟩= 1015m−3 for all devices
(a reasonable value based on EDGE2D-EIRENE simulations
of JET [27]).

However, the sensitivity of the prediction to the separatrix
density ne,sep was identified. In the above modelling we have
used the experimental value of ne,sep. However, this is not an
engineering parameter, meaning that it is not known prior to
the experiment. As can be seen in figure 5, a variation of the
input value of ne,sep in a single JET case produces a significant
variation of the predicted pedestal density.

Since ne,sep is not known before the experiment, this sens-
itivity leads to a reduced predictive power of the model.
However, we can use the model by Kallenbach et al [18] to
predict ne,sep:

ne,sep = 0.35 2
e

(
2κ0κz
7π qcyl

) 2
7 (Aeff

2

)0.5
R−0.5

(
PsepB

3π ⟨λHD⟩⟨Bp⟩

) 3
14

(γ sin(α))−0.5(1.5× 1023Pa/(at m−2s−1)
)0.5

p1/40 .
(10)

The parameters are described in detail in [18] except for
Aeff that we use to denote the effective isotope mass. Here we
note that all the other parameters are known from the equilib-
rium or are engineering parameters known before the exper-
iment except p0, which is the divertor neutral pressure. The
model has already been successfully used in predictions of
AUG [28]. Here we apply it to the JET database and in the
modelling use the same dependence between the neutral pres-
sure and gas fuelling and heating power as in [28] for AUG
but adjust the scaling coefficient in the formula to fit JET:

p0 [Pa] = 0.34Γ
[
1022es−1

]0.67
PNBI[MW]

0.33
. (11)

Here Γ is the gas injection rate and PNBI is the total NBI
heating power. Figure 6 shows an example case of the experi-
mental and predicted (both standalone and Europedmodels) as
well as the particle diffusion coefficients for the two choices of

parameters (
(
D
χ

)
TG

= 0.5, CKBM = 0 and
(
D
χ

)
TG

= 0.05 and

CKBM = 1) as well as the radial profiles of Franck–Condon and
charge–exchange neutrals. It must be noted that the case (JET
discharge #81794) was chosen as in this case the feedback loop
described in section 3.4 is not triggered and the Europed pre-
diction works even with a significant CKBM, which is not the
case for all the discharges. In this case, also the Europed pre-
dicted temperature profile is very close to the experimental
profile (not shown), which is of course expected for a case
that has very similar predictions with the standalone and the
Europed models.

With the modelled ne,sep and the same parameters of the
standalone model as above, the prediction accuracy of the
density pedestal is degraded only slightly compared to using
the experimental value for the separatrix density (separatrix
location determined by the Te,sep from the 2-point model [17]).
This is shown in figure 7. The RMSE of the density predic-
tion is 23%. The RMSE for the predicted ne,sep compared to
the value obtained by the separatrix temperature condition is
considerably higher, 36%. This indicates that while the model
is sensitive to ne,sep, for the purposes of predicting the pedes-
tal density, the separatrix density prediction model is work-
ing almost as accurately as determining the experimental sep-
aratrix based on the separatrix temperature, and that a part of
the scatter in figures 1 and 5 is probably from the inaccur-
ate determination of the separatrix density and not necessarily
from the inaccuracy of the prediction model itself. It must be
noted here that the results are very similar if the equation (11)
is replaced by a formula that has a different dependence on

6
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Figure 6. The profiles for an example case of JET #81794 showing
the predicted and experimental density profiles (a), the particle
diffusion coefficients with and without KBM transport in the model
(b) and the Franck–Condon (nFC) and charge–exchange (nCX)
neutral particle densities. The standalone case is run with(
D
χ

)
TG

= 0.5 and CKBM = 0 and with the experimental separatrix

density and the density predicted using equations (10) and (11).

the gas injection rate (p0 ∝ Γ) fitted for a small set of JET data
in [29]. Separating the data according to the divertor config-
uration and using a different dependence on the gas rate for
each configuration improves the fit slightly. This indicates that
the pumping efficiency is different for different divertors as is
shown experimentally in [30] and points to the need for scrape-
off layer modelling with a code like SOLPS [31] for a truly
physics based prediction of ne,sep.

5. Dependence on isotope mass

In the JET experiment it has been found that the isotope of
the main ion in the plasma affects the pedestal density [32–
35]. One would think from a naïve neutral penetration point
of view that the plasmas with lighter isotopes would have a

Figure 7. The predicted density pedestal height vs. the experimental
density pedestal height for the JET database when the separatrix
density is predicted using equations (10) and (11) and the
parameters of the density pedestal prediction model are set to

CKBM = 1.0,
(
D
χ

)
TG

= 0.05 and αcrit = 2.

higher density pedestal as the neutral particles have higher
velocity and penetrate deeper in the plasma than heavier iso-
topes. This is indeed what the model presented here predicts
if one changes only the mass of the main ions and keeps
everything else the same. On the contrary, in the experiments
it is observed that the density pedestal height increases with
increasing isotope mass Aeff = mi/mp. This seems to be an
obvious contradiction between the model and the experiment.
However, it is not the case that everything else stays fixedwhen
the main ion isotope changes. First, it is observed that the
separatrix density also increases with the isotope mass [33],
which is also consistent with the ne,sep model described in [18]
that predicts the scaling nesep ∼ A0.5

eff . As was shown above, the
model predictions are relatively sensitive to this parameter,
which means that the separatrix density dependence of the iso-
tope mass propagates through to the pedestal density predic-
tion. Furthermore, in gyrokinetic simulations of H vs D ped-
estals of JET-ILW, it is found that the increasing isotope mass
decreases the D/χ ratio in the pedestal [36]. Together, these
effects can overcome the neutral penetration effect and reverse
the isotope mass dependency in the pedestal predictions.

We test the combined effect of all three mass dependen-
cies (neutral penetration, separatrix density and particle trans-
port) by modelling an isotope scan experiment from hydro-
gen to deuterium to tritium and including mixed isotope cases
between full deuterium and tritium cases (see [35] for details
on the experiment of the D/T ratio scan at constant gas rate
and βN). In the simulation we use the experimental ne,sep,

assumeDKBM = 0 and decrease the pedestal
(
D
χ

)
TG

ratio from

1 (hydrogen) to 0.5 (deuterium) and to 0.25 (tritium) which is
consistent with the gyrokinetic simulations of [36]. Figure 8
shows how the model predicts the density pedestal through
the isotope mass scan. With the combined effects of increas-

ing ne,sep with Aeff and the decreasing
(
D
χ

)
TG

with Aeff along

7
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Figure 8. The density pedestal height as a function of the mass of
the main ion in the experiment (blue stars) and in three scans with

different values of
(
D
χ

)
TG

(red = 1, black = 0.5, magenta = 0.25)

and experimental ne,sep. The cyan line shows the trend if the
(
D
χ

)
TG

is decreased along with increasing Aeff.

with the isotope mass dependence on the neutral penetration,
the trend of increasing ne,ped observed in the experiment is well
reproduced by the model.

6. Prediction for STEP

STEP is a planned spherical tokamak fusion reactor with
the parameters of Rgeo ≈ 3.6 m, A = 1.8, Ip ≈ 21 MA,
Bt (Rgeo) = 3.2 T, auxiliary power Paux ≈ 150 MW and
Pfus ≈ 1.8 GW. It is planned to operate at high elongation
(κ≈ 3) and normalized β (βN ≈ 4− 5) [35]. We use these
parameters and the fully predictive model to predict the dens-
ity pedestal along with the temperature pedestal in the full
Europed model with the same parameters that were used in
sections 3.1–3.3 for current devices. With this set of para-
meters, we obtain ne,ped = 7− 10× 1019m−3 and ne,sep = 3−
7× 1019m−3 depending on what is assumed for the divertor
neutral pressure in the separatrix density model. The assumed
range covers different detached divertor solutions with varying
amount of impurity radiator. The predicted pedestal densities
are slightly higher than what is assumed in the integrated mod-
elling based on the requirements of the exhaust solution [37].
However, since the STEP pedestals are expected to be limited
by the peeling modes due to low collisionality, the higher ped-
estal density leads to higher predicted pedestal pressure, which
in turn leads to higher core pressure and fusion power indic-
ating that from the point of view of fusion power projections,
the integrated modelling has been performed using conservat-
ive assumptions.

7. Discussion and conclusions

The pedestal prediction model based on neutral penetration
and transport is applied to JET, AUG and MAST-U Type I
ELMy H-modes. The model predicts the density pedestal for
all of the devices without adjusting the transport coefficients
from the values that were found to work for JET and that
are within reasonable agreement with what gyrokinetic theory
would predict for turbulent particle transport. In addition, the
model is able to reproduce the variation of the pedestal dens-
ity with the isotope mass when the experimental isotope effect
on the separatrix density and the particle transport coefficient
variation with isotope mass found in gyrokinetic simulations
for the JET-ILW pedestals are correctly taken into account.
The largest sensitivity in the model is the strong dependence
of the pedestal density on the separatrix density. The separat-
rix density model of [17, 28] combined with density pedes-
tal model presented in this paper reproduced the experimental
JET pedestal density data with equal accuracy as if the separat-
rix density was determined from the experimental profile data
using a 2-point model for the separatrix temperature. Further
predictivemodels will be needed to predict the separatrix dens-
ity purely from engineering parameters.

The KBM part of the density prediction model and the
KBM constraint in the EPED model were found to lead to a
feedback mechanism when both the density and the temper-
ature were predicted simultaneously. This forces the model to
be used with unphysically high heat flux driven particle trans-
port and without any KBM transport. To be able to use more
realistic transport that the density prediction model is able to
use in the standalone version, the KBM constraint in the EPED
model should be replaced with amodel that only constrains the
temperature profile as any model that fixes the pressure gradi-
ent and uses that to determine the temperature profile is likely
to lead to a feedback model.

We recognize that the transport assumption in the model
is very simple as it is characterised by only three parameters

(αcrit,
(
D
χ

)
TG

and CKBM that are considered fixed for all the

databases, with the exception of αcrit for a spherical tokamak.
As such, it is surprising that it is able to predict the pedestal
densities for three different devices as well as it can. However,
if fast models to evaluate the parameters for individual plas-
mas are developed, they can easily be incorporated into the
model to make it even more accurate. The same applies to the
main uncertainty in the model, namely the separatrix density.
In this paper, we used the model from [18] but even that has
parameters that need to be fitted for each device individually.
A true scrape-off layer model that is device independent would
be needed to make the predictions of density pedestals truly
independent of parameters that are not based on first-principles
physics models.
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