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ABSTRACT

The self-consistent core-pedestal prediction model of a combination of EPED1 type pedestal prediction and a simple stiff core transport
model is able to predict Type I ELMy (edge localized mode) pedestals of a large JET-ILW (ITER-like wall) database at the similar accuracy as
is obtained when the experimental global plasma b is used as input. The neutral penetration model [R. J. Groebner et al., Phys. Plasmas 9,
2134 (2002)] with corrections that take into account variations due to gas fueling and plasma triangularity is able to predict the pedestal den-
sity with an average error of 15%. The prediction of the pedestal pressure in hydrogen plasma that has higher core heat diffusivity compared
to a deuterium plasma with similar heating and fueling agrees with the experiment when the isotope effect on the stability, the increased dif-
fusivity, and outward radial shift of the pedestal are included in the prediction. However, the neutral penetration model that successfully pre-
dicts the deuterium pedestal densities fails to predict the isotope effect on the pedestal density in hydrogen plasmas.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5096870

I. INTRODUCTION

In tokamaks with high-confinement (H-mode) operation, steep
density and temperature gradients develop near the plasma edge. In
the region of steep gradients called the pedestal, the turbulence that
dominates the transport elsewhere in the plasma is greatly suppressed.
In H-modes without an internal transport barrier, the heat transport is
generally “stiff” in the core, due to turbulence increasing rapidly when
the normalized temperature gradient R=LT ð¼RrT=T) increases
beyond the critical value for turbulence onset. In these cases, the height
of the temperature pedestal plays an important role in determining the
confinement in the entire plasma. Consequently, predicting the pedes-
tal becomes essential in predicting the performance of future experi-
ments such as the coming DT campaign in JET.

While empirical scalings exists for the pedestal height,2,3 a physics-
based model is required to be able to predict beyond the current experi-
ments. One such model is the EPEDmodel4,5 that combines the pedestal
peeling-ballooning mode (PBM) stability that is found to ultimately limit
the pedestals in Type I ELMy H-mode discharges by acting as a trigger
for edge localized modes (ELMs) and the kinetic ballooning mode
(KBM) constraint that is assumed to limit the pedestal pressure gradient
by increasing turbulence when the stability limit is reached.

However, the EPED model has inputs which include not only
engineering parameters, i.e., parameters that are known before the
experiment, but also contains two parameters, total plasma b and ped-
estal density ne,ped, that are not known in advance. In particular, b
depends on the plasma confinement, which in turn depends on the
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pedestal. In a fully predictive model, these should be replaced by engi-
neering quantities, such as the neutral gas rate and heating power.
Currently, the greatest challenge is the prediction of the pedestal density.

Furthermore, while most experiments use deuterium as fuel,
future fusion devices such as ITER will be operated with deuterium-
tritium and, with hydrogen and helium in the non-nuclear phase. The
effect of the isotope mass on the plasma performance has been shown
experimentally for JT-60U6,7 ASDEX Upgrade,8 DIII-D,9 and JET
(both with carbon and tungsten-beryllium walls).10,11 The hydrogen
plasmas need more heating power to reach the same plasma energy as
in deuterium. In JET, the difference in confinement is found to origi-
nate from the pedestal.10,11 The EPED model has no explicit isotope
dependency that can account for the observed difference.

In this paper, we will investigate how well the experimental
observations can be reproduced with simple models for the pedestal
density and core transport and how the changes in the details of the
pedestal structure can reproduce the observed isotope effect.

II. PEELING-BALLOONING STABILITY OF THE JET
PEDESTAL DATABASE

In this work, we use the JET-ILW (ITER-like beryllium-tungsten
wall) pedestal database that comprises 1072 stationary H-mode profiles
fitted to the high-resolution Thomson scattering12,13 measurements
taken at the last 30% of the ELM cycle with multiple measurements
combined into a single fit.3 The global parameter range of the discharges
is for plasma current Ip¼ 1.0–4.0 MA, toroidal magnetic field
Bt¼ 1.0–3.0 T, total heating power P¼ 3.4–33.1 MW, and plasma trian-
gularity d ¼ 0.18–0.45. The variation in other plasma shape parameters
is small: elongation j ¼ 1.6–1.8, major radius Rgeo ¼ 2.81–2.97 m, and
minor radius a¼ 0.83–0.96 m. The strike-point location on the divertor
is varied within the dataset. While experimentally it is found to affect the
performance,14 it has no direct effect on the plasma stability as we model
only the plasma inside the separatrix. The database includes a few cases
with seeded impurities, He, N, and Ne. In the analysis, we have omitted
the discharges with pellets, vertical kicks, or resonant magnetic perturba-
tions using external coils, as these ELM control methods are likely to
affect the pedestal profiles through mechanisms not included in the
model. This leaves 988 profiles for the comparison of predictive model
results. In the analysis, we assume that the ion temperature is equal to
the electron temperature in the pedestal and use the measured Zeff and
appropriate dominant impurity (beryllium in all other cases than impu-
rity seeding, in which case the seeded impurity is used) to calculate ion
density. Unless otherwise mentioned, the experimental profiles are radi-
ally shifted so that Te,sep¼ 100 eV, which corresponds well to the power
balance calculated using formulas in Ref. 15. Te,sep ¼ 100 eV has also
been assumed in all the predictive modeling. The radial shift is necessary
due to the uncertainty in the location of the separatrix. The distance
between the position of the pedestal density and pedestal temperature
(hereafter called the relative shift) is correlated with the pedestal perfor-
mance in JET-ILW16 and ASDEX Upgrade.17 The temperature and den-
sity pedestal positions are measured by the same diagnostic, so the
relative shift can be experimentally determined very accurately and it is
not affected by the shift to Te,sep¼ 100 eV. The experimentally measured
relative shift has been systematically taken into consideration in the pre-
sent analysis.

Before trying to predict the pedestals, we test how the assumption
in the EPED model applies to the JET-ILW pedestal database. The

EPED model assumes that the pedestal is ultimately limited by the
peeling-ballooning stability. We have investigated this assumption by
using the experimental density and temperature profiles in the
HELENA equilibrium code18 with an assumption that the current is a
combination of fully diffused inductive and self-consistently calculated
bootstrap current (see more details of the method in Ref. 19). Then,
we have varied the temperature pedestal height, calculated new self-
consistent equilibria for each profile, and tested the stability of the
equilibria using the ideal MHD stability code ELITE.20,21 As a metric
of distance of the experimental point to the stability boundary we have
used acrit=aexp, where acrit and aexp refer to the values of normalized
pressure gradient a at the stability boundary following the self-
consistent path and of the experimental profile, respectively. The sta-
bility boundary is defined as c > 0.25x�max, where c is the growth rate
of the fastest growing mode and x�max is the maximum of the ion dia-
magnetic frequency in the pedestal region. The distance to the stability
boundary as a function of the experimental normalized bN is plotted
in Fig. 1. We find that only about 40% of the analyzed pedestals can be
considered to be limited by the PBMs at the end of the ELM cycle. The
remaining fraction is found to be stable for PBMs. At high bN, the pro-
portion of PBM limited cases is higher being about 71% for bN > 2.5.
Using a different criterion for stability (such as c > 0.03xA, where xA

is the Alfv�en frequency) changes the acrit=aexp ratio in some cases, but
has little effect on the general result.

Sheared rotation and Ti > Te in the pedestal region have been
found to lower the ballooning stability limit in JET.22 However, we do
not have the Ti or rotation profiles available for the large database
investigated here. Therefore, these effects were ignored in the analysis.
The available results have shown that, in some specific plasmas, these
effects might reduce the stability boundary by 20%–30%. However,
their impact has not been tested yet on the cases very far from the sta-
bility boundary (i.e., acrit=aexp > 2:5). So we cannot exclude that they
might have a major impact.

FIG. 1. The ratio acrit=aexp of the pedestal database plotted as a function of bN.
The solid line represents the situation where the experimental profile is exactly on
the peeling-ballooning stability boundary. The dashed lines represent 30% error
margins and the points between them are considered to be limited by peeling-
ballooning modes at the end of the ELM cycle.
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We conduct the standard EPED1 model (the same parameteriza-
tion for the core profiles as in Ref. 3) predictions for the entire
database and find that the EPED1 model predicts the pedestal
pressure for the entire database with an average error of 11%
(RMSE¼ 14%, with RMSE or root mean square of error defined asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 pe;pred � pe;expð Þ2=n
q

, where n is the total number of cases). If

we restrict the analysis only to the cases with acrit/aexp< 1.3, the aver-
age error of predicted pedestal pressure is reduced to 10%
(RMSE¼ 13%). As can be seen in Fig. 2, the experimental pedestals
that are not close to the PBM stability boundary tend to be over-
predicted with the EPED1 model, while the pedestals that are close to

the stability boundary are mainly underpredicted. The almost identical
accuracy of the prediction for the cases whose experimental pedestals
are near and far from the PBM stability boundary is a result of the
pedestal width being underpredicted in the cases that are not near the
PBM boundary. The prediction for the pedestal width is shown in
Fig. 3. The average error for the width (defined as in Ref. 4 to be the
average of the density and temperature pedestal widths) is 21% for the
cases with acrit/aexp < 1.3 and 34% for the cases with acrit/aexp > 1.3.
As the experimental density and temperature profiles are not aligned,
we also compare the predicted width to the fitted pressure profile
width. This improves the accuracy of the width prediction with an
average error of 14% for the cases with acrit/aexp< 1.3 and 23% for the
cases with acrit/aexp > 1.3. As the focus of this paper is not the valida-
tion of the EPED1 model itself, in the further analysis we restrict the
database only to the experimental cases that are close to the stability
boundary, since we can then expect the basic EPED1 assumptions to
be better fulfilled than in the entire database.

III. PEDESTAL DENSITY PREDICTION

The EPED1 model used above takes the pedestal density as
known in advance and temperature as predicted. This is a valid
assumption if the density can be fully controlled with some actuators
such as gas fueling or pellets. In such a case, there is no need to predict
the pedestal density prior to the experiment as the desired density can
be achieved by using these actuators. However, in JET-ILW the gas
fueling has been found to have a relatively minor effect on the resulting
density, with the gas rate variation from 0.2 to 3.8� 1022 el/s having
very little effect on the pedestal density height in deuterium.23

Additionally, there may be requirements on the fueling to protect the
divertor from excessive heat loads, which may not allow the gas rate to
be used as a control actuator for the pedestal density. Therefore, the
pedestal prediction model should predict the density together with the
temperature. Here, we present models that can be used to predict den-
sity in JET-ILW pedestals and the testing of them against the mea-
sured data.

FIG. 2. The predicted pedestal top electron pressure against the experimental elec-
tron pedestal top pressure for the cases close to the PBM stability limit (acrit/aexp
< 1.3, red) and far from the stability limit (acrit/aexp > 1.3, blue). The solid line
marks the perfect match and the dashed lines represent 620% error.

FIG. 3. The predicted pedestal width against the experimental electron pedestal width, (define as D ¼ (DTe þ Dne)/2, left and fitted pressure width, right) for the cases close
to the PBM stability limit (acrit/aexp < 1.3, red) and far from the stability limit (acrit/aexp > 1.3, blue). The solid line marks the perfect match and the dashed lines represent
620% error.
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The pedestal density is controlled by several processes. The neu-
tral gas in the scrape-off layer and the pellets act as a source. The neu-
tral particles deposited in the core plasma by the neutral beams are
transported into the pedestal. The turbulence and collisional transport
move particles in (pinch) and out (diffusion) of the pedestal between
ELMs and finally the ELMs cause rapid loss of particles from the ped-
estal. Modeling all the processes would require time dependent turbu-
lence simulations of the pedestal and the scrape-off layer along with a
nonlinear ELM model, which is beyond the scope of this paper. As a
first step, we use much more simplified methods to predict the density
pedestal in JET-ILW.

Urano24 parameterized the experimental JET-ILW density pedes-
tal data. The parameters used were plasma current (Ip in MA), vacuum
toroidal magnetic field (Bt in T), plasma triangularity (d), neutral beam
heating power (PNBI in MW), and gas fueling rate (/ in 1022 e/s). All
the parameters are known in advance of the experiment and can be
used in the prediction. The parameterization is the following:

ne;ped 10
19 m�3½ � ¼ 8:05 � Ip1:28 � Bt

�0:6 � PNBI�0:07 � d0:54 � Ue
0:10:

(1)

The parameterization does not contain any physics understanding of
the processes controlling the density but can be used in a prediction
model as long as it is used in the same parameter range that was used
in the fitting of the parameters.

In a second, more physics-based approach we have used the neu-
tral penetration model (NPM).1 This model assumes that all the fuel-
ing is from the plasma edge and that the particle diffusion coefficient
D is constant in space and leads to a relation between the width Dne in
real units on the midplane and height ne,ped of the pedestal,

Dne ¼
2Vn

riVeEne;pedð Þ
: (2)

Here, Vn is the velocity of the neutral particles, ri is the cross section
for electron impact ionization, Ve is the electron thermal velocity at the
top of the pedestal, and E represents the flux expansion factor between
the location of fueling and the midplane. Vn can be calculated assuming
that we know the pedestal temperature by taking into account
Frank–Condon and charge-exchange neutrals in the formulas25

vCE ¼
ffiffiffiffiffiffiffiffiffiffi
Ti

2pmi

r
; (3)

vFC ¼
2
p

ffiffiffiffiffi
3
mi

r
; (4)

w ¼
vFC
2

riVe

vFCriVe � vCEriVe � vCErCEVeð Þ ; (5)

v� ¼
vFCriVe þ

vCErCEVe

2

� �

riVe þ
rCEVe

2

� � ; (6)

Vn ¼
vFCwþ v�

wþ 1
; (7)

where riVe is the ionization rate coefficient, rCEVe is the charge
exchange rate coefficient, VFC is the velocity of the Frank–Condon

neutrals, VCE is the velocity of the charge exchange neutrals, and w is
the ratio of charge exchange to Frank–Condon neutrals reaching the
separatrix. The ionization and charge exchange rate coefficients are
calculated using the pedestal temperature and the rates as a function
of particle energy in Ref. 26.

For each hypothetical pedestal width, we assume that D ¼ Dne

¼ DTe and use the EPED1 constraint D ¼ 0:076
ffiffiffiffiffiffiffiffiffiffiffi
bp;ped

q
to calculate

the pedestal pressure height (from bp,ped). Using an initial guess for the
density, the temperature (assuming Ti¼Te and known effective
charge Zeff) is calculated from the pressure. The temperature and the
pedestal width are used to calculate the new pedestal density using the
formulas [(2)–(7)]. A new temperature is calculated from the pressure
and density and the process is continued until it converges. Note that
when included in the full EPED1 model calculation, the above process
is repeated for a range of pedestal widths and the final resulting density
corresponds to the pedestal width of the equilibrium that is at the
PBM stability limit.

As the flux expansion factor E is the only free parameter in the
model, we first use a constant factor E¼ 5 based on the MAST
results.25 This assumes that all the neutral particles enter the plasma
through the X-point. Figure 4 shows how the parameterized density
and the neutral penetration model combined with the EPED1 model
for the rest of the prediction match the experimental density of the
PBM limited cases. The average error for the parameterized density is
12% (RMSE¼ 16%) and for the neutral penetration model 19%
(RMSE¼ 23%). Note that both the parameterized density and the
neutral penetration model flatten out at the highest experimental den-
sities leading to underprediction there.

To improve the neutral penetration model, we take into account
that as the gas fueling is increased more particles are likely to enter the
confined plasma from other parts of the poloidal plane than just
the X-point. This can be taken into account by making the flux expan-
sion factor dependent on the gas fueling rate. The average error in the
neutral penetration model is reduced to 15% (RMSE¼ 19%) if we
use E ¼ 4:8/�0:20, where / is the gas fueling rate in units of 1022

FIG. 4. The predicted pedestal density against the experimental pedestal density
for the parameterized density and neutral penetration model with E¼ 5. The solid
line marks the perfect match and the dashed lines represent 620% error.
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electrons/s. Note that here the gas rate is defined as the output of the
gas valves. The actual neutral density in the scrape-off layer is affected
also by the pumping efficiency which varies with the strike point posi-
tion on the divertor. The parameters are set to give the best fit to the
data. As can be seen in Fig. 5, the error in the neutral penetration
model depends on the fueling rate and correcting this improves the
match with the experiment. Note that the correction term exponent is
relatively small indicating only a weak dependence of pedestal density
on the fueling rate.

However, we can see that at the highest densities the model still
underpredicts the experiment. If we plot the ratio of the predicted den-
sity to the experimental density against the average plasma triangularity
(Fig. 6, left), we can see clearly that the experimental density increase
with triangularity is not captured by the model. The density depen-
dency on the plasma triangularity is in the parameterization by Urano

and has also been observed in ASDEX Upgrade.8 The neutral penetra-
tion model itself does not have a physical explanation for the higher
density at high triangularity. However, if we include the triangularity
effect ad hoc on the flux expansion factor (E ¼ 2:4d�0:53/�0:20, where
d is the triangularity), the model is able to predict the density with an
average error of 13% (RMSE¼ 17%), which is very close to the value of
the parameterized density error. It must be noted, however, that while
a positive dependency of density with triangularity has also been
observed for instance in JET-C (JET with a carbon wall)24 the exact tri-
angularity power dependency in the model may be JET-ILW specific
and other devices may have different dependency on the plasma shape.
The predicted density using the final neutral penetration model and the
parameterized density against the experimental density are shown in
Fig. 6 (right) showing a very similar match. The possible physical
mechanisms for the triangularity dependency are that the inter-ELM

FIG. 5. The ratio of predicted density with the neutral penetration model with E¼ 5 (black) and E ¼ 4:8/�0:20 (red) to the experimental density as a function of the gas fueling
rate (left) and the predicted density with the neutral penetration model with a correction for the fueling rate against the experiment (right). The solid line marks the perfect match
and the dashed lines represent 620% error.

FIG. 6. The ratio of predicted and experimental density for the neutral penetration model (left) with E ¼ 4:8/�0:20 (black) and E ¼ 2:4 d�0:53/�0:20 (red). The solid line repre-
sents a perfect prediction and the dashed lines show the 620% error. The predicted density with the neutral penetration model with a correction for the fueling rate and plasma
triangularity against the experiment (right). The solid line marks the perfect match and the dashed lines represent 620% error.
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particle turbulent transport is affected by the triangularity, the particle
flux due to ELMs is affected by triangularity (the ELM frequency
decreases with triangularity when all other parameters are kept fixed),
and that at high triangularity, the recycling from the top of the device
increases. The last mechanism is JET specific as it is difficult to make
high triangularity plasma with large clearance from the top or without
bringing the second X-point inside the wall.

Note that the neutral penetration model predicts the density self-
consistently with the pedestal width, i.e., no assumption of the pedestal
width is made prior to the prediction except that it follows the EPED1
scaling with the bp,ped and that density and temperature pedestal widths
are equal. All the dependencies of the plasma current and the magnetic
field, which are the strongest coefficients in the density parameterization,
are reproduced by the model without explicitly depending on them.

IV. SELF-CONSISTENT CORE-PEDESTAL MODELLING

In an H-mode tokamak plasma, the core bp ð¼2l0 ph i=hB2
piÞ

affects the MHD stability of the edge.27,28 At the same time, the pedes-
tal sets the boundary condition for the core transport. For predicting
the exact core plasma profile shapes, the turbulent flux in the core
should be modeled with sophisticated nonlinear gyrokinetic codes or
quasilinear codes that use saturation rules based on the non-linear
runs such as Trapped Gyro Landau Fluid (TGLF) transport model.29

In ITER simulations using TGLF, it was found that the fusion power
in the core scaled as p2ped

30 indicating a very stiff transport in the core.
TGLF together with EPED1 was also used in optimization of ITER
scenarios in terms of density and Zeff.

31

The transport models based on nonlinear or quasilinear gyroki-
netic codes can be slow to converge. If we are not interested in solving
the exact core plasma profile shapes, but still want to solve the pedestal
accurately taking into account the stabilization by the core, we can rely
on the fact that the core temperature profiles tend to be stiff to give a
fast model for the core transport. We simulate the steady state core
heat transport of electrons (e) and ions (i) with a simple model,

@Te;i

@.
¼ � qe;i

V 0 r.j j2
� �

ne;ive;i
; (8)

where v is the diffusivity, V0 ¼ dV/dq is the radial derivative of the
plasma volume, n is the density, qe is the heat flux, and q is a radial
coordinate. For the heating profile, we use a simple form P/V(wN)
¼ Pc(wh-wN), when wN<wh and 0 when wN>wh, where wh is the
width of the heating region. Pc is adjusted so that the volume inte-
grated power matches that of the experiment. We choose wh¼ 0.3 but
note that the results are not very sensitive to the choice of the shape
and width of the heating profile. At each flux surface, the heat flux
through the surface, qe,i is calculated from the heating profile and the
surface area of that surface. For the diffusivity v, we use a simple model
that produces stiff temperature profiles,

vi;e ¼ C1; when
R$T
T

<
R$T
T

� �
crit
; (9)

vi;e ¼ C1þ C2
R$T
T
� R$T

T

� �
crit

" #
;

when
R$T
T

>
R$T
T

� �
crit
; (10)

where C1, C2, and R$T=Tð Þcrit are free parameters. To produce a stiff
heat transport model, C1 is set to a much lower value than C2. We
choose R$T=Tð Þcrit ¼ 5.0 based on both experimental JET results32

and gyrokinetic simulation.33,34 C1 is set to 0.1 m2/s and the results are
not very sensitive to this value as long as it is much smaller than C2.
The results for two values of C2: 1 m2/s and 2 m2/s are shown in
Figs. 7 and 8. As can be seen, both values of C2 have most of the points
within the 20% error margins. The average error of the pedestal pres-
sure height prediction for both values of C2 is slightly higher at 15%
(RMSE¼ 19% for C2¼ 1 m2/s and RMSE¼ 17% for C¼ 2 m2/s)
than for the standard EPED1 predictions with the known value of b.
Interestingly, the electron temperature in the core (defined at w ¼ 0.2
as the Thomson scattering measurement does not go through the
magnetic axis) is actually predicted better with the self-consistent
model with C¼ 2 m2/s than with the standard EPED1. The most likely
reason for that is that in the EPED1 model, we assume Ti ¼ Te in the
core and the core temperature profiles are adjusted to match the

FIG. 7. The predicted pedestal pressure for the two values of C2 (2 m2/s black, left, 1 m2/s red, right) in the transport model (red circles) and standard EPED1 mode (blue
circles). The solid line represents a perfect prediction and the dashed lines show the 620% error.
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experimental bp. At low collisionality Ti > Te in the experiment but
this is not reflected in the modeling. If the temperatures were allowed
to separate in the core at low collisionality, the core Te would decrease
in these cases. With C2¼ 1m2/s, the behavior of the predicted
core electron temperature is similar to the standard EPED1 model.
The effect of changing C2 from 2 m2/s to 1 m2/s is an increase in 25%
6 5% in core temperature and 10% 6 5% in pedestal pressure.

The core density profile cannot be assumed to be stiff like the
temperature profile. We compute the core density peaking by using
the formula from Ref. 35 and for simplicity discard the effect of neutral
beam fueling and increase the collisionality coefficient (the original
coefficients were a fit to data in any case). The density peaking factor
is then

npk ¼ n wN
0:5 ¼ 0:2

� �
= nh i ¼ 1:347� 0:25 ln �effð Þ � 4:03 b; (11)

where �eff is the effective collisionality and is defined as �eff

¼ 0:2 npedh iR0= Teh i2 and b ¼ 4:02� 10�3 ph i=B2
T0; with ph i

¼ 2 Th inped (in units of kilo-electron-volt � 1019 m�3). Here, the ped-
estal density is used as a proxy for the average density in the calcula-
tion of collisionality as the core density is the unknown. The
experimental and predicted density peaking for the database is shown
in Fig. 9. The general trend with collisionality is reproduced, but some
of the variation in the experimental data is not captured. The effect of
this is very small on the pedestal prediction with the average error and
RMSE staying unchanged from the runs done with experimental den-
sity profiles.

We combine the neutral penetration model with the triangularity
and fueling rate corrections for the prediction of ne,ped, the core heat
transport model (9)–(10) with parameters C2¼ 2 m2/s and C1¼ 0.1
m2/s and the core density peaking formula (11) for the self-consistent
prediction of the pedestal and core. The only assumptions about the
profiles left in this model are the value of temperature at the separatrix
(¼100 eV, as used in the stability calculations) and the ratio of separa-
trix to pedestal density ne,sep/ne,ped (¼0.25, as used in the EPED1
model). Increasing ne,sep/ne,ped to 0.5 (which is the average for this
database) increases the pedestal top pressure prediction by about 5%

due to the decrease in the pedestal pressure gradient. The experimental
value of Zeff is used as we have no model for the prediction of the
impurity content. The result of the self-consistent pedestal prediction
compared to the standard EPED1 model prediction with the prior
knowledge of b and ne,ped is shown in Fig. 10. The average error of the
fully self-consistent prediction is 13% and RMSE¼ 16%.

V. THE ISOTOPE EFFECT IN PEDESTAL PREDICTION

The pedestal confinement in JET is known to scale positively
with the isotope mass of the fuel ions.10,11,36,37 Here, we investigate
how the pedestal prediction model can include the isotope effect by
comparing the predictions for three Type I ELMy JET-ILW discharges
(Nos. 84793, 84796 and 91554) at Ip ¼ 1.4 MA and Bt ¼ 1.7 T. The
gas rate is the same for all the discharges. Two of the discharges (Nos.
84793 and 84796) are in deuterium and one (No. 91554) in hydrogen.

FIG. 8. The predicted core (wN ¼ 0.2) temperature for the two values of C2 (2 m2/s black, left, 1 m2/s red, right) in the transport model (red circles) and standard EPED1
mode (blue circles). The solid line represents a perfect prediction and the dashed lines show the 620% error.

FIG. 9. The predicted and experimental density peaking [ne(wN ¼ 0.2)/ne,ped] as a
function of effective collisionality.
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One of the deuterium discharges (No. 84793) matches the hydrogen
discharge in stored energy (Wp ¼ 1.5 MJ) but is achieved with lower
heating power (P¼ 8.7MW in hydrogen and 5MW in deuterium).
The other deuterium discharge (No. 84796) has similar heating power
(10MW) with the hydrogen discharge, but the stored energy in that
discharge is higher (Wp ¼ 2.5 MJ). This means that in hydrogen the
energy confinement is degraded compared to deuterium.11

In the predictive pedestal modeling, the isotope mass has a direct
effect on the pedestal stability only through the Alfv�en frequency that
scales as 1=

ffiffiffi
.
p

, where q is the mass density of the plasma. The growth
rates of the MHD instabilities scale with Alfv�en frequency and

consequently with 1=
ffiffiffi
.
p

. For the same pressure and current profiles,
the instability grows

ffiffiffi
2
p

times faster in the hydrogen plasma than in
the deuterium plasma. As described in Sec. I, we use the criterion c
> 0.25x�max for the peeling-ballooning mode boundary. The diamag-
netic frequency x� does not depend on the isotope mass, implying
that the peeling-ballooning mode boundary shifts to a lower value of a
in a hydrogen plasma compared to a deuterium plasma. However, this
effect is relatively minor and cannot alone explain the effect of the iso-
tope mass on the pedestal.

In the neutral penetration model of Sec. III, the isotope mass
affects only the velocity of neutrals, Vn in (2) leading to higher pre-
dicted density in hydrogen than in deuterium if the marginally sta-
ble pedestal width does not change. However, the experimental
behavior is the opposite, i.e., the pedestal density decreases in
hydrogen compared to deuterium with the same gas fueling
rate.11,38 This indicates that while we were able to get relatively
good predictions in deuterium plasmas with the neutral penetration
model, it alone is not able to explain the pedestal density in hydro-
gen. The inter-ELM particle transport as well as increased ELM fre-
quency11 in hydrogen plasmas must also play a role in setting the
density pedestal. It is also possible that to accurately describe the
physics of neutral fueling, a more comprehensive model is required.
As the neutral penetration model alone does not reproduce the cor-
rect density behavior with isotope mass, we will use experimental
densities in the following core-pedestal modeling.

In the self-consistent core-pedestal modeling, we use the same
transport model for the hydrogen plasma as for the deuterium cases
but take into account that the core heat diffusivity is doubled for
hydrogen compared to deuterium for the similar normalized tempera-
ture gradient.11 The main reason for the higher diffusivity in hydrogen
is the systematically lower density. The total heat transport in the core
is similar with both isotopes.

Figure 11 shows the predicted pedestal pressure using the experi-
mental density as input and the self-consistent core-pedestal model
with the experimental heating powers. As expected, if the same settings

FIG. 10. The predicted pedestal pressure for the EPED1 model with experimental
b and core and pedestal density in input (blue) and the self-consistent core-pedes-
tal model (red) against the experimental pedestal pressure. The solid line repre-
sents a perfect prediction and the dashed lines show the 620% error.

FIG. 11. The predicted pedestal pressure (left) and bN (right) for the two deuterium cases (No. 84793, low power, and No. 84796, high power) and a hydrogen case (No.
91554, high power). The different solid symbols represent the different settings in the simulation. (H ¼ hydrogen, D ¼ deuterium). C2 refers to the coefficient in the critical gra-
dient transport model, Eq. (10).
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are used for all three discharges, the predicted pedestal pressure
increases with heating power with the hydrogen case prediction being
slightly decreased by the direct isotope effect on the stability. That pre-
diction is significantly higher than the experimental pedestal.
However, when the higher core diffusivity is included in the predic-
tion, the prediction for the hydrogen case is closer to the experimental
case but it still slightly overpredicted. The global bN values in the three
cases are also relatively well predicted.

There is an indication37 that the hydrogen H-modes may have a
higher separatrix temperature than the deuterium plasmas. As we use
the separatrix temperature as an anchor for radial position of the ped-
estal profiles with respect to the separatrix, the increased separatrix
temperature would imply that the position of the maximum pressure
gradient is closer to the separatrix, which in turn would have a degrad-
ing effect on the pedestal stability against the ballooning modes. In this
particular case, the separatrix temperature would have to be 150 eV or
higher to achieve similar accuracy for the hydrogen case prediction as
is obtained for the deuterium cases.

VI. PREDICTIONS FOR THE DT OPERATION

The fusion power in the DT operation of JET is highly sensitive to
the ion temperature profile in the core. The core transport model used
in the pedestal prediction assumes Ti¼ Te, which while adequate for the
purposes of predicting the pedestal, may lead to a strong underprediction
of the core ion temperature, and, consequently the fusion power in the
case that ion temperature exceeds electron temperature as was the case
in the hot ion mode plasmas of the JET DTE1 campaign where the core
ion temperature was more than double that of the electrons leading to
the record fusion power of 16MW.40 However, since the heating by
a-particles plays only a small role, we can still make predictions of the
pedestal with the models presented in this paper. As a starting point, we
use a JET-ILW discharge No. 86614, which was done with Ip¼ 2.5 MA,
Bt ¼ 2.9 T and Ptot ¼ 25MW. This discharge has low triangularity
(d ¼ 0.21). For comparison, we make the prediction also for a high tri-
angularity (d ¼ 0.36) shape. We use the critical temperature gradient
model for core heat transport [Eqs. (9) and (10) with R$T=Tð Þe;crit
¼ 5.0, C2¼ 1.6 m2/s assuming linear dependency of C2 with isotope
mass], density peaking model [Eq. (11)], and modified neutral penetra-
tion model [Eqs. (2)–(7) with E ¼ 2:4d�0:53/�0:20] for the pedestal
density prediction. To simulate the uncertainty of core ion transport,
we do two sets of predictions with R$T=Tð Þi;crit ¼ R$T=Tð Þe;crit and

R$T=Tð Þi;crit ¼ 1:5 R$T=Tð Þe;crit : We conduct a scan of the heating
power up to the expected maximum available in the DT experiments,
40MW.

The result of the power scan is shown in Fig. 12. As expected, the
total plasma bN increases with heating power. It is also increased by
increasing the triangularity and improved core ion confinement. On
the other hand, the pedestal prediction is relatively robust for the ion
transport model with only a minor increase in pe,ped with the
improved ion transport. Increasing the heating power increases pe,ped
modestly through the stability improvement by increasing Shafranov
shift. Increasing the plasma triangularity increases the predicted pe.ped
by about 50% and the predicted ne,ped about 30%, which is the largest
effect. The experimental case at d ¼ 0.21, Ptot ¼ 25 MW is relatively
well predicted for all the parameters. The predicted thermal fusion
power varies between 2 and 7MW at Ptot ¼ 40 MW. The variation is
almost entirely dominated by the ion transport model with the shape
having only a minor effect. This indicates that while the model pre-
sented here can give a relatively robust prediction for the pedestal
parameters in JET DT plasmas, it is insufficient for predicting the
fusion power accurately.

VII. SUMMARY AND CONCLUSIONS

Only about 40% of the JET-ILW pedestal database plasmas were
found to be limited by the PBMs in ideal MHD stability analysis. Self-
consistent core-pedestal predictions with a very simple core transport
model with a critical gradient were able to match the experimental ped-
estal pressure for the JET-ILW database cases that were near the PBM
stability limit with RMSE¼ 17%, which is only slightly higher than what
is obtained in predictions with a known global bN (RMSE¼ 13%). The
match of the electron core temperature to the experiment was improved
from that of the predictions done using bN as input.

The neutral penetration model without explicit dependency on
the plasma current, toroidal field, or the size of the device is able to
reach the same level of accuracy in predicting the pedestal top density
of deuterium plasmas as what is achieved by parameterizing the den-
sity with current, field, power, triangularity, and fueling if the correc-
tions of fueling and especially plasma triangularity are included into
the model. The isotope effect inherent in the neutral penetration
model predicts that the pedestal density should increase when chang-
ing the plasma ions from deuterium to hydrogen, but the opposite is
observed in the experiment suggesting that the isotope must have an

FIG. 12. Prediction of bN (left) pe,ped (middle) and ne,ped (right) in the JET-ILW DT experiment as a function of heating power. The predictions are done for four cases:
d ¼ 0.21, Te ¼ Ti (blue circles), d ¼ 0.36, Te ¼ Ti (red triangles), d ¼ 0.21, R$T=Tð Þi;crit ¼ 1:5 R$T=Tð Þe;crit (black squares), and d ¼ 0.36, R$T=Tð Þi;crit
¼ 1:5 R$T=Tð Þe;crit (green stars).
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effect on pedestal particle transport either between ELMs or due to
ELMs that more than compensates the effect of deeper penetration of
neutrals in hydrogen or that the relatively simple model used is not
able to capture all the aspects of the neutral penetration physics.

The combined core-pedestal model and the neutral penetration
model without knowledge of the global plasma b and density is able to
predict the pedestal top pressure almost at the same level of accuracy
as the standard EPED1 model (RMSE¼ 16% vs RMSE¼ 13%). One
key element still missing from the pedestal model is the relative shift of
the density with regard to the temperature profile, which is not pre-
dicted. Frassinetti et al. showed that it can influence the pedestal stabil-
ity in JET-ILW.39 Developing a physics model for the shift will be left
for future work.

The decreased pedestal pressure in the hydrogen experiment
compared to the deuterium at the similar heating power is reproduced
with the self-consistent model when the increase in core heat diffusiv-
ity and the isotope effect on the pedestal stability are taken into
account in the predictive model. However, the experimental isotope
effect on the pedestal density is opposite to what the neutral penetra-
tion model predicts and, consequently, the density pedestal cannot be
predicted in hydrogen plasmas with it.

For predicting pedestal pressure in the future JET DT plasmas,
the simple core transport model is most likely sufficient. However, as
the produced fusion power is sensitive to the details of the ion temper-
ature profile, this method is not suitable for its predictions and for that
purpose the pedestal prediction should be combined with a more
detailed core transport simulation, sophisticated fast ion slowing down
models and beam-plasma fusion reaction models, such as those done
with JETTO and CRONOS in Refs. 41 and 42.
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