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Abstract

Activation materials implanted within radiation detectors can be used to measure pulsed neutron fields.
This work develops an instrument concept with the aim to maximize sensitivity to pulsed fusion neutron
fields and, using a data-rejection algorithm combined with backwards extrapolation, enable neutron fluence
estimates to be made over a large dynamic range. Through high-fidelity modelling of residual temporal
emissions, and a parameterised approach, we study the sensitivity to neutrons of a plastic scintillator–
Ag foil layer detector concept. For an optimal design we apply paralysable and non-paralysable deadtime
models to the predicted response to D–D fusion neutron fields at various neutron field intensities. In high
neutron fluence irradiation scenarios, where deadtime effects are strongly evident, we use our approach to
make estimates of the fluence from instrument response data. We discuss the practical applications of such
diagnostics used for plasma focus (PF) fusion experiments, such as at the PF-1000U facility in IPPLM,
Poland, inertial confinement fusion and pulsed tokamak experiments, for example at MAST-U, where such
diagnostics could complement fission counter-based neutron diagnostics in the future. Finally, we show that
the calibration of such detection systems may be achieved using relatively low emission rate, steady state
neutron sources, with calibration factors that are straightforward to apply pulsed neutron field measurements.

Keywords: activation, neutron, pulsed fields

1. Introduction

The measurement of fusion neutron yields provides
a direct relationship with fusion power and is hence
an important measure of experimental performance.
In pulsed neutron emission scenarios, such as those
experienced in dense plasma focus devices or inertial
confinement fusion experiments—where pulse dura-
tions are on the nano-second timescale—several con-
siderations in selecting a suitable diagnostic must be
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made. These include the sensitivity to neutrons,
immunity to electromagnetic interference, linearity
of neutron fluence measurement across a dynamic
range, but also practicalities such as how to ensure a
reliable calibration across this range. Integrated flu-
ence detection systems such as activation foils, CR39
and bubble detectors for example are often the pri-
mary choice for such measurements. However, due to
intermediate, often manual steps as part of the mea-
surement process, some of these systems have draw-
backs over integrated pulse counting or current-based
detection systems which allow for real time data ac-
quisition. Activation foils, such as silver, combined
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Figure 1: Image of the PF-1000U device vacuum vessel also
showing the G–M tube-based silver activation diagnostic posi-
tion, described in detail in [3].

with active detection systems such as Geiger-Müller
(G-M) tubes or proportional counters [1], utilise the
107Ag(n,γ)108Ag and 109Ag(n,γ)110Ag reactions that
have been widely and successfully used, and provide
the convenience of an integrated diagnostic with post-
pulse data output. Efficiency increases may be ob-
tained via moderating neutrons via a hydrogenous
moderator such as high density polyethylene, thereby
increasing the Ag neutron capture probability. This
type, and other activation-based diagnostics, partic-
ularly threshold reactions e.g. 115In(n,n’)115mIn and
89Y(n,n’)89mY, have been explored extensively in re-
search groups to measure quantities such as the to-
tal neutron yield and neutron angular distribution
from Plasma Focus discharge devices, such as the PF-
1000U (see figure 1) and PF-6 devices in Poland [2],
[3], [4], [5]. The PF-1000U device operates with the
vacuum vessel filled with deuterium with discharge
current up to 2 MA. The plasma pinches typically
last 100–200 ns with plasma temperatures in the re-
gion of 1 keV, density of the order 1019 cm−3 with
resultant emissions of up to 1012 n/pulse [3] with
energy around 2.5 MeV.

In this work we explore, via a parameterised ra-

Figure 2: Schematic of the parametric detector model devel-
oped and used in this work. κ is the polyethylene front moder-
ator depth parametric variable; M is the layered detector cell
height and depth (10 cm in our case); L is the layered detector
cell depth (an integer number of layers less than or equal to
10 cm); δ is the foil thickness parametric variable and ∆ is the
scintillator thickness parametric variable.

diation transport model, the predicted response to
incident neutrons and subsequent β− emissions of
an activation foil–scintillator sandwich detector con-
cept. Using a detector configuration optimised for re-
sponse as a basis we then predict the temporal count
rate behavior to incident neutron pulses of varying
yield incorporating standard dead-time models. We
apply a basic data-rejection algorithm with the aim
to exclude high deadtime-impacted (count rate) data
points at short times following the neutron pulse. At
longer times, using a backwards extrapolation ap-
proach acting on the ‘reliable’ count rate data, we
derive the incident neutron yield.

2. Activation foil–scintillator sandwich model

We have developed an integrated modelling ap-
proach to simulate the response to incident neutrons
of a sandwich arrangement of Ag activation foils em-
bedded into plastic scintillator media (such as EJ-
200). The simulation approach uses the MCNP6.2 [6]
radiation transport code for neutron and electron
transport in a two-step calculation. Figure 2 shows a
schematic of the detector configuration concept with
activation foil–scintillator layer dimensions. In the
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Figure 3: Reaction per foil layer per fluence for δ=0.01 and
0.002 cm; ∆=0.25 cm; Threshold=0.5 MeV.

first calculation step we have estimated the relevant
activation reaction response in each activation foil
layer to a plane parallel beam configuration of in-
cident neutrons with 2.45 MeV energy. In a second
calculation step we have implemented the decay ra-
diation energy field and intensity per foil layer into
the model (i.e. the β− emission spectra) and have
used pulse height tallies (the F8 tally in MCNP6)
applied to the scintillator regions, also applying an
energy threshold (ranging from 0.1–0.5 MeV) to eval-
uate the overall response. The nuclear data used in
the MCNP6 calculations were FENDL-3.1b [7]. The
β− emission spectra for 108Ag and 110Ag are from [8],
which were implemented into electron source defini-
tions within the MCNP6 code for the second stage
of the calculation to determine the events induced
by β− emissions originating in the Ag foil within the
scintillator.

2.1. Results from parameterised model simulations

Using a scripted approach to simulations we have
explored responses to model variations in δ in the
range 20–100 µm, ∆ in the range 0.05–0.25 cm and
κ in the range 1–4 cm. Figure 3 shows the reac-
tions per foil layer through the model per incident
fluence for two different foil thicknesses. The black
and green curves show that the 100 µm foil case pro-
vides a higher overall response at all layer positions
compared to the 20 µm case.
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Figure 4 shows the moderator thickness versus in-
trinsic efficiency, ε, for the range of δ and ∆ values
evaluated. In all cases the κ = 3 cm moderator thick-
ness yielded the highest intrinsic efficiency. Figure 5
shows the total Ag mass versus intrinsic efficiency
using κ = 3 cm for all δ and ∆ values that were
explored. The optimum Ag mass to give the high-
est intrinsic efficiency is around 390–400 g. In other
words combinations of scintillator thickness, ∆, and
foil thickness, δ, which equate to this total Ag mass
tend to yield the maximum intrinsic efficiency. In our
case the depth of the detector is constrained to an in-
teger number of layers less than or equal to 10 cm—
hence the scintillator thickness effectively determines
the number of Ag foil layers. The case: δ=0.01 cm;
∆=0.25 cm marginally gave the highest value and
was selected for further detailed study in later sec-
tions.
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2.2. Calibration methodology
Calibration of an activation-based neutron instru-

ment is straightforward to perform using a rela-
tively low emission rate (steady state) calibration
field. This is fortunate since pulsed calibration neu-
tron standards have not been widely developed. An
ideal field for calibration of our concept instrument in
our particular application is a monoenergetic neutron
field of 2.45 MeV. At the National Physical Labora-
tory (NPL), such a field neutrons may be produced by
accelerating a beam of 3.27 MeV protons using a Van
de Graaff generator onto a neutron producing target
utilising the T(p,n)3He reaction to produce 2.45 MeV
neutrons at 0 degrees to the beam direction. Calibra-
tion factors derived from steady state measurements
may then be applied with some confidence to pulse
operations. To illustrate the behavior, the predicted
characteristic response of our detector when exposed
to a 2.45 MeV plane parallel source with an incident
known flux of φexp = 1000 n cm−2 s−1 is shown in fig-
ure 7. Two components of the response can be seen
due to 107Ag(n,γ)108Ag and 109Ag(n,γ)110Ag reac-
tions. By fitting the two saturation parameters, A1

and A2, using

Mtn = A1(1 − e−λ1tn) +A2(1 − e−λ2tn) (1)

to Mtn , the average measured count rate per nth
time bin at time tn, during neutron irradiation (here
using a constant emission neutron source). One can
determine the corresponding calibration response fac-
tors by dividing the derived A1 and A2 values by φexp
i.e. K1 = A1/φexp and K2 = A2/φexp. In this case
the instantaneous response rate (immediately follow-
ing the incident pulse) per neutron fluence is 0.434
cm2 s−1, with 96.6% of this from the 109Ag(n,γ)110Ag
reaction. The 108Ag and 110Ag components of this re-
sponse rate may then be integrated over all cooling
time to yield a maximum overall response of 18.1 cm2,
suggesting that neutron fluences of 500 n cm−2 will be
measurable with a Poisson statistical uncertainty of
about 1%. Since the experimental calibration would
be performed using a divergent neutron beam, the
effective centre of the instrument would need to be
determined in order to properly determine the exper-
imental incident neutron fluence used in the calibra-
tion itself. This may be performed from a series of

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

R
es

po
ns

e 
(c

m
2  s

−
1 )

K1 (109Ag contribution)
K2 (107Ag contribution)

K1+K2

 23
 24
 25
 26
 27

10−810−710−610−510−410−310−210−1 100

K
1/

K
2

Energy (MeV)
 2  4  6  8  10  12  14

Figure 6: Total, K1 and K2 response rate with energy for the
δ=0.01 cm; ∆=0.25 cm; κ = 3 case.

experimental measurements at a range of distances,
or via MCNP calculations.

Other commonly available neutron sources, such as
252Cf, 241Am–Be may be used for calibration of this
instrument, although a small response correction for
neutron spectrum is necessary. Figure 6 shows the
calculated instantaneous response rate (immediately
following the incident pulse) per neutron fluence for
the δ=0.01 cm; ∆=0.25 cm; κ = 3 case. The func-
tion can be folded with both the calibration and mea-
surement spectra to calculate the necessary correc-
tion factor. One can observe in figure 6 that the re-
sponse is highest around approximately 1 MeV and
is dominated by the 109Ag(n,γ)110Ag contribution.
Whilst the 107Ag(n,γ)108Ag contribution is smaller,
in pulsed measurements this contribution would even-
tually dominate the overall total response at times
exceeding approximately 140 s following the incident
neutron pulse, due to the different decay constants
of 108Ag and 110Ag. The ratio K1/K2 is relatively
constant, approximately 26.7, above 1 MeV. This is
convenient since it shows that the calibration neutron
spectrum does not particularly affect the ratio.

3. Deadtime and count rate response mod-
elling

Detectors that operate in pulse counting mode ex-
perience deadtime effects. Events that occur within
the deadtime are lost, i.e. not counted, resulting in
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Figure 7: Simulated instrument response during irradia-
tion with steady state source with incident fluence of 1000
n cm−2 s−2. Response factors for the 107Ag(n,γ)108Ag and
109Ag(n,γ)110Ag components may be derived from fitting to
the experimental data.

reduced count rates. In general the characteristic
deadtime behavior for a particular detector system
must be corrected for. We apply paralysable and non-
paralysable deadtime models that are well described
by [9] and [10] to our developed detector concept.
For our detection system we have assumed a dead-
time, τ , of 20 ns which is in the typical range for a
fast scintillator. We have used the optimised model
case where δ=0.01 cm, ∆=0.25 cm and threshold=0.5
MeV to perform the following analyses. Figure 8
shows the simulated instrument temporal response,
using the two deadtime models following various in-
cident neutron pulse fluences of 108 and 1010 n cm−2.
These predictions are compared with the true theo-
retical response (i.e. assuming no deadtime losses)
and one can see particularly large deviations from the
true response in the case where φ0 = 1010 n cm−2.

One can determine φ0 experimentally from a
weighted fit over selected measurements at different
tn. For pulsed neutron measurements one can use the
calibration factors, K1 and K2, derived from fitting
equation 1 to make n estimates of the total neutron
fluence, φ0, via measurements, Mtn , at times tn.

φ0 =
Mtn

(K1e−λ1tn +K2e−λ2tn)
(2)

It is advisable to avoid using measurement data
where deadtime losses are particularly high (i.e. de-
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Figure 8: Simulated instrument response versus time for
paralysable and non-paralysable deadtime models following
various incident neutron pulse yields. Results are compared
to the true response. Curves have been fitted, with uncer-
tainty bands, to each set to selected data points within the
rectangular regions, to determine Mt0 (and hence φ0).

viations >10% from the true rate), especially since
τ may be uncertain or subject to variation, and the
system may not follow deadtime-loss models exactly.
To minimise the effects of these uncertainties we have
implemented a simple data acceptance algorithm to
test each Mtn value via two conditional tests:

Mtn+1
−Mtn

tn+1 − tn
< 0;Mtn <

1

10τ
(3)

The first condition is a gradient test, to ensure the
gradient is negative, the second test is a count rate
limit based on the expected deadtime of the system.
Figure 8 shows two highlighted (blue and red) rect-
angular regions for each of the two incident fluence
levels. These regions show data where the above con-
ditions are true and, hence, the data has been used
for extrapolation. The respective data sets have been
deadtime corrected and used with equation 2 to de-
termine φ0 in each case.

4. Discussion and conclusions

We have developed a scintillator–Ag foil detec-
tor concept with the aim to maximize sensitivity to
pulsed fusion neutron fields. Via a parameter study
we have selected a detector configuration with foil,
scintillator and moderator thicknesses of 0.01, 0.25
and 3 cm respectively with an energy threshold of
0.5 MeV. This gave the highest overall instantaneous
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response rate to incident 2.45 MeV neutrons of 0.434
cm2 s−1. The 108Ag and 110Ag components of this
response rate may be integrated over all cooling time
to yield a maximum response of 18.1 cm2, suggesting
that neutron fluences of 500 n cm−2 will be mea-
surable with an uncertainty of approximately 1%.
Conversely, at higher fluences where deadtime effects
are strongly manifest, we predict how the instru-
ment responds temporally. Via a data-rejection al-
gorithm to select ‘reliable’ instrument response data
and backwards extrapolation we demonstrate concep-
tually how neutron fluence estimates may be made.
We have explored a case with 1010 n cm−2 s, though
higher fluences should in principle be possible to mea-
sure. A drawback is that for large neutron fluences
timescales on the order of a few minutes—the time
increasing with neutron fluence—are needed to wait
for acceptable data, then fully collect and process it.
However, within facilities where the number of ex-
perimental shots does not exceed a few 10s pulses
per day this is not a significant disadvantage.

The primary application of this instrument is to
measure short pulse fusion neutron fields such as
those associated with plasma focus device or inertial
confinement fusion experiments. However, in pulsed
tokamak operations the scintillator–Ag detector con-
cept also has potential to complement existing fis-
sion counter based neutron yield detection systems,
which is currently the primary means of determining
neutron yield at MAST-U. Since fission counter diag-
nostics are required to measure fusion neutron yield
across a large neutron yield range they are config-
ured to switch from pulse counting mode, in low neu-
tron fluence fields, to current mode in larger fields.
Whilst fission counters can be readily calibrated in
pulse counting mode using low intensity neutron field
standards, the calibration in current mode is more
challenging due to the present lack of availability of
high intensity neutron fields. A benefit of the activa-
tion concept we describe is that only pulse counting
mode is used to determine the neutron fluence re-
sulting from the pulse. In this work we have shown
that calibration in low intensity, steady state neutron
fields is achievable and the derived calibration factors
are straightforward to apply to pulsed neutron field
measurements.
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