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Abstract

As part of our aim to develop a reactor design framework, we present here our solution for the optimisation of plasma equilibria
and tokamak poloidal field systems. A 2-D, free boundary, ideal magneto-hydrodynamic plasma equilibrium solver is described.
We use it within the BLUEPRINT reactor design framework to design the plasma equilibria and poloidal field coilsets for future
fusion reactors. Plasma shape parameters (Rp, A, 6, k) and integral parameters (/,, 5,,, [;) are controlled for. Novel constrained
optimisation procedures for the positions, and currents of the poloidal field coils are presented, in which we account for current,
field, force, and positional constraints on the coils. A pulse length constraint is incorporated in the optimisation procedure in the
case of pulsed reactors. We conclude by demonstrating our approach on a range of reactor concepts: single-null, double-null and

negative triangularity tokamaks.
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1. Introduction

The design of fusion reactors is a complex and delicate exer-
cise in resolving conflicting sets of requirements through care-
ful compromise. The first step towards a reactor design is to
find a simplified solution that meets a range of basic engineer-
ing and physics constraints. Existing systems codes [1, 2] are
the reactor designer’s most useful tool when searching for an
initial reasonable reactor solution. Being 0/1-D in nature, how-
ever, these codes can only offer a limited insight into fusion
reactor design. For a self-consistent design of a tokamak, even
at the conceptual level, more sophisticated models are required.

More advanced fusion reactor design frameworks, such as
MIRA [3] and BLUEPRINT [4], are being developed, which
account for higher-order (2/3-D) reactor design aspects. One
of the most important reactor design activities, after the sys-
tems code solution, is the design of the plasma equilibria and
the tokamak poloidal field system. The plasma equilibria and
the associated magnetic coils set the stage for many subsequent
design and analysis activities, such as the design of the first
wall and blanket, magnet power supplies, control system, etc.
In this work we present the free boundary equilibrium solver
module of the BLUEPRINT code [4], and several design opti-
misation algorithms which are used to automatically design the
poloidal field system of tokamak reactors to meet a wide variety
of plasma physics and engineering constraints.

It is important to be able to carry out this design activity for
a fairly broad range of different reactor concepts. Ideally, this
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would cover concepts ranging from the typical EU-DEMO [5]
single null (SN) and double null (DN) machines, to more exotic
snowflake (SF), super-X (SX), X-divertor (XD) configurations
[6, 7], right up to negative triangularity (NT) [8, 9] and spherical
tokamaks (ST) [10]. In keeping with the BLUEPRINT code’s
mission to support multiple reactor concepts, we demonstrate
the approach on a range of different tokamak configurations:
SN, DN, and NT.

Since we intend to integrate the optimal design of reactor
poloidal field systems into the design of reactors within a global
reactor design framework, it is vital that the design optimisation
be carried out rapidly. This will enable its integration into re-
actor optimisation loops, in turn enabling the expedient explo-
ration of the design space for future fusion reactors.

The design optimisation of tokamak equilibria and poloidal
field systems is a challenging multi-disciplinary problem a with
arich history in the field. Many authors have tackled this prob-
lem in the past [11-16], often with the design of future fusion
reactors in mind, given its significance relative to the perfor-
mance of the reactor (plasma), and the cost of the machine
(magnetic coils). In our approach to this design challenge, we
draws upon this literature while developing several novel as-
pects.

2. Tokamak reactor design considerations

A number of considerations relating the the reactor design
come into play when desiging the plasma equilibrium and
poloidal field system of a tokamak.
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Firstly, the performance of the plasma must be ensured rela-
tive to a reference operating scenario, which involves a variety
of activities:

(i) shaping the plasma (e.g. to meet a specified elongation, «,
and triangularity, J)
(ii) constraining its position (major radius, Ry, aspect ratio, A)
(iii) constraining certain plasma profiles, such as the safety fac-
tor, g, profile
(iv) constraining several desired integral values, such as the
plasma current, I, poloidal beta, §,,, and the normalised
internal inductance, [;
(v) ensuring that the plasma can be initiated during the break-
down phase
(vi) ensuring that the desired pulse flat-top length, 7¢;, can be
achieved, in the case of a pulsed reactor.

Note that the poloidal field system is not the only system
involved in these activities. The plasma and the heating and
current drive (H&CD) systems play important roles in points
(iii) to (vi)!.

Secondly, future tokamak reactors are typically designed to
operate at high plasma currents for long pulses (or even steady-
state), meaning that the resulting poloidal field systems rely
upon high-current, superconducting coils that are often required
to operate near their limits. This means that the resultant set of
engineering and design considerations relating to the magnetic
coils but also to other aspects of the tokamak must be addressed.
This involves:

(i) constraining the coil currents, I, such that they do not ex-
ceed conductor current limits
(i1) ensuring that the peak poloidal fields in the coils, B, do not
exceed design margins relating to superconductivity limits
(iii) constraining the forces acting on the coils, F
(iv) ensuring that the positions of the coils, L, are compatible
with the specified maintenance approach, vacuum vessel
port locations, and other equipment connected to the reac-
tor vacuum vessel
(v) ensuring that the particle and heat fluxes on the first wall
and the position of the divertor strike points are compatible
with the design of the tokamak plasma-facing surfaces
(vi) ensuring that the stability of the plasma in the tokamak is
acceptable.

A suitable poloidal field system capable of satisfying all of
the above constraints must be designed. In this work, we focus
principally on the coil constraints, (i) to (iv).

The design of the plasma-facing surfaces (first wall and di-
vertor targets) is intrinsically linked to the design of the equi-
libria and poloidal field system. These aspects are only par-
tially addressed in our procedure, since before being able to
design the plasma-facing surfaces, we must first design a viable
plasma equilibrium. This requires an iterative design procedure

'In BLUEPRINT, we isolate the design of the poloidal field system from the
design of the H&CD system by allocating certain requirements to the two sys-
tems separately. For instance, to achieve a specified pulse length, requirements
to drive certain fractions of the plasma current are allocated to: (a) the plasma
itself (boostrap fraction, fy); (b) the H&CD systems (f-4); and (c) the poloidal
field system (thmic)-

whereby the plasma equilibria and plasma-facing surface de-
signs are iterated to ensure consistency. The design of the equi-
libria and poloidal field system should be revisited when the
design of the plasma-facing surfaces is carried out in earnest;
i.e. with appropriate scrape-off layer particle and heat flux cal-
culations.

We do not tackle the issue of the vertical stablisation of the
plasma here, which is nevertheless a crucial aspect in the design
of tokamak equilibria, and in which the poloidal field system
plays a central role. Our justification is as follows: concepts
for vertically stabilising the plasma in future fusion machines
rely on a vast range of diagnostic and control systems, as well
as passive features, in particular the vacuum vessel’s toroidally
continuous conducting shells. It is, however, crucial to know
where the vacuum vessel is in order to assess the stability of the
plasma, and in order to position the vacuum vessel, it is neces-
sary to position the first wall, for which an equilibrium design
is required. Our approach is therefore to first design the plasma
equilibrium and poloidal field coil system without considering
vertical stability. In future work, we will aim to close this de-
sign loop, and include vertical stability considerations into the
reactor design procedure in BLUEPRINT.

Given this, it is therefore particularly important that the feasi-
bility of achieving a specified plasma elongation, «, is checked
in later, dedicated analyses.

3. The ideal MHD plasma equilibrium problem

The two-dimensional axisymmetric ideal magneto-
hydrodynamic (MHD) plasma equilibrium in cylindrical
coordinates (X, ¢, Z) is the well-known Grad-Shafranov equa-
tion [17, 18], in which the contribution of external coil currents
can be included:

A'Y = —poXJ, ()
J¢ = J(/:,pl + Jq&,coilx (2)
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A = % +X %(}—( g—;’[;) is the Grad-Shafranov operator
Ho = 4m x 1077 is the permeability of vacuum (in

V.s/(A.m))
YU(X, Z) is the poloidal magnetic flux per radian (in V.s/rad)
Jy p1 is the toroidal current density in the plasma (in A/m?)
J coils 18 the toroidal current density in the coils (in A/m?)
p(Y) is the plasma pressure profile (in Pa)
F(y) is the toroidal magnetic field profile (in T.m), which
is a function of the toroidal field, B4
For the control of integral plasma values, it is convenient to
choose an alternative representation of the plasma current pro-
file, following [19], which substitutes Equation 3:
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where:
Ry is a characteristic length, taken to be the reactor major
radius (in m)
A and By are variables which affect plasma integral values
g(, @) is a function of the normalised poloidal magnetic
flux, E, (i.e. a flux function - see below).
W is 0 at the magnetic axis, and 1 at the plasma boundary:
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Common flux function parameterisations include double
power functions, Lao polynomials [20], and Luxon exponen-
tials [19] (see Equations 6, 7, and 8).
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where @ = (a1, s, .., ay) is the vector of flux function shap-
ing parameters. In the following, a double power flux function
parameterisation is used as it is usually appropriate for H-mode
plasmas with high 8, and monotonically increasing g profiles.
All of the above flux functions are available as options however,
ensuring that hybrid and reversed shear regimes or more exotic
plasma current profiles can be treated.

4. Free boundary equilibrium solver

The Grad-Shafranov equation has ¢ terms on both sides, and
is as such a non-linear problem.

Here, as with many other free boundary equilibrium codes,
the problem is divided into two parts: a finite difference formu-
lation of the plasma toroidal current, Jy 7, and a “grid-free” cal-
culation of the contributions from external coil currents, J4 coiis,
using Green’s functions to represent point current sources.

4.1. Finite difference solution to the Grad-Shafranov equation

It is standard practice in Poisson-type Grad-Shafranov
solvers to treat the plasma in a discretised manner, as its po-
sition is not known a priori and the current distribution is non-
uniform.

Equations 1 and 3 can be converted to a linear equation using
a common second-order centred finite difference approach on
a uniform rectangular n, by n, grid representing the domain,
Qprp, as discussed in [21]. An identical scheme is followed
here, see Equation 9 and Figure 1. For our purposes, moderate
discretisation is appropriate; in the following we take n, = 65
and n, = 65.
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Figure 1: Diagram depicting the (X, ¢, Z) coordinate system, the plasma domain
and boundary, Q,, and 0Q,,, the finite difference domain and boundary, Qrp and
0Qpp (here ny = 20 and n, = 25), and an example set of discretised external
CS and PF coils, which haved been numbered and named & la ITER.

Equation 9 is then solved by reformulating it into a matrix
problem (i.e. Ax = b) which is solved for x, given the sparse
Grad-Shafranov operator matrix, A, and a known boundary
term, b, (to which a Dirichlet boundary condition is applied
- discussed later).

The source term on the right-hand side, Jy,/, is a strong
function of the ¢ term on the left-hand side. To resolve this
non-linearity, a simple and commonly-used Picard iteration ap-
proach is employed, such that:

A = o X T (10)

where n denotes the n-th Picard iteration. The iteration is
terminated when the solution is converged, according to a user-
specified criterion. Typically, we use % <1073,
following [22], as this criterion is met fairly quickly and gener-

ally avoids the need for numerical vertical stabilisation.

4.2. Domain boundary conditions

The boundary condition at the edge of the finite difference
domain is not constant, and changes at each iteration step.



A Dirichlet boundary condition is implemented such that at
each iteration step y is specified at the finite difference domain
boundary, 0Qp, accounting for the (changing) plasma current:

e, = [ PG, Yo 00 (1)
Q,

P

4.3. Green’s functions for external coils

The contributions of external coil currents are calculated us-
ing Green’s functions for a point source with a toroidal current.

The ¢, B,, and B, contributions from a number n¢ of external
circular coils may be evaluated on the domain, at a position
(X,2) as:

W(X,2) = ) 16, (X.2) (12)
B(X,2) = ) 1,9y (X.2) (13)
B.(X,2) = ) IGR (X, Z) (14)

Where GY, gPY, and G}_are Green’s functions for ¢, By, and
B, for a unit current at position P = (X.,Z.), see Appendix
1. The external coils can be discretised into many uniformly
distributed point sources of current within a given location, for
addition precision, also see Appendix 1. This is particularly
important when dealing with high aspect ratio rectangular coils,
such as those commonly found in central solenoids.

Note that the total poloidal magnetic flux can be calculated
on Qpp simply by summing the contributions of the plasma
(from solving Equation 9 for ¢) and the external coils (Equation
12).

4.4. Plasma boundary identification

The plasma boundary is identified by the relative positions
and magnetic flux values of the various O-points, X-points, and
limiter points.

First, an algorithm is used to find all the O- and X-points on
the grid, which effectively finds the exact locations where:

Vgl =0 (15)

All local minima in [Vy/[> on Qpp are found, with further
searches using local minimisation techniques being conducted
if the poloidal magnetic field is found to be below a certain
low value, to find the exact locations of the magnetic null-field
points.

The null-field points are then sorted into O- and X-points by
the signs of their second derivatives, as per [23]:

ARG
0X*\az? 0XoZ

where a field null P is an O-point if S (P) > 0 and an X-point
itS(P) <0.

S(P) =( (16)

The O-point the closest to the desired plasma magnetic axis
is selected, and the magnetic flux at this point is denoted .

Then, the X-points and limiter points are sorted in -space,
in decreasing order from the point with magnetic flux closest to
¢’a~

To avoid picking up spurious X-points or limiters, the or-
dered list of points is searched again in order, to check that the
evolution of ¢ in space monotonically decreases from the O-
point to the point in question, following an approach used in
FreeGS [22]. The first such point fulfilling this condition is se-
lected as the plasma delimiting point, and its magnetic flux is
denoted as ;.

The 2-D boundary of the flux surface crossing the plasma de-
limiting point, €2, is used to denote the plasma region, Q,. A
simple 2-D ray-tracing algorithm is used to populate a masking
matrix, M, on Qfp, such that:

1 ifpeQ, VpeQ
M, ={ P TPED a7
- 0 otherwise

This matrix is used to bound the plasma current and pressure
terms on the grid, ensuring that such terms are only non-zero
inside €,,.

5. Application to reactor design

5.1. Design decisions

The reactor designer is presented with an important design
decision early on: “Should one install the PF coils inside the
TF coils, or vice versa?”’

Generally speaking, the production of net electricity in a fu-
sion power plant demands the use of cryogenically cooled su-
perconducting coils to avoid large resistive losses?.

Joints, and in particular separable joints, are extremely prob-
lematic for superconducting winding packs — due to the com-
plexity of the underlying conductors and the requirement to
achieve nano-Ohmic resistances in large surface areas of brazed
joints. So, in order to avoid waiting for the full TF coil set to
be manufactured and assembled before then threading the PF
coil winding packs in-situ through the TF coils (which would
be regrettable from a project management and assembly per-
spective), the PF coils are typically placed outside the TF coils.
This places significant spatial constraints on the positions of the
PF coils, which are considerably further away from the plasma
than copper coils in many present-day machines.

Next the choice of superconductor must be made: low tem-
perature superconductors (e.g. NbTi or Nb3Sn) or high temper-
ature superconductors (e.g. BSSCO or REBCO), which then
impose practical field and winding pack current density con-
straints to be considered in the design of the poloidal field sys-
tem. A typical decision is to use more expensive, higher current
density materials (Nb3Sn or HTS) for the central solenoid (CS),

2Cryogenically cooled normal conductors such as high purity Cu and Al
can also be considered, and can to some extent relax constraints on the field
at the coils (despite also exhibiting some magneto-resistive effects) and come,
naturally, at the price of some resistive losses in the system.



resulting in higher flux swings which in turn enable longer flat-
top durations. The PF coils are then often chosen to be made
of cheaper, lower current density NbTi, given their much longer
winding lengths and large volumes, and the fact that their size is
less important to the minimisation of the reactor major radius.

We assume some default values for LTS materials: see Table
1. These values are taken over the entirety of the coil cross-
section (i.e. they include conductor jacketing, insulation, cop-
per, etc.) and are used throughout the rest of the paper.

Table 1: Default engineering constraints for LTS materials

Nb3;Sn  NbTi
Jmax IMA/m?]  16.5 12.5
Bax [T] 13 11.5

The number of PF coils, npr, and the number of CS coils,
ncs, must be chosen (the total number of coils, n¢ = npr+ncs).
In theory, n¢ could also be an optimisation variable, provided
vertical stability effects are considered and appropriate optimi-
sation techniques are used. However, we choose here to make
this a decision in the hands of the reactor designer rather than
an algorithm.

Finally, a sub-system design objective for the equilibrium
and poloidal field system must be selected. Many options are
valid here®. One can:

(i) minimise the error relative to the plasma physics con-

straints listed in Section 2

(i) minimise the volume of magnets, weighted to the relative
cost(s) of the magnet materials chosen (ersatz for capital
cost)

(iii) minimise the total sum of the maximum currents in the
coils (ersatz for capital and operational costs)

(iv) multiple objectives or weighted combinations of the above

5.2. Plasma integral constraints

The 1-D plasma current and pressure profile parameterisa-
tions must be chosen to satisfy some integral parameters based
on a given reactor design. A typical approach, see e.g. [15, 24],
is to constrain the plasma current, /,, the ratio of the plasma
pressure to the poloidal magnetic field pressure, 3, and the nor-
malised internal plasma inductance, /;.

I = f Jsd, (18)
P
{p) 4 f
= = dQ (19)
Pr B2/2p0  poRoI2 Q,,p g
4 B2l
li=—— f —-dQ, (20)
HoRoI; Jo, 210

From Equations 4 and 19, following an approach taken in
[21], we can determine two of the unknowns, A and Sy, thus
ensuring that the /, and 8, constraints are met, see Appendix 2.

3Bearing in mind that the global reactor cost should be optimised over the
full reactor design sequence.

To enforce the /; constraint, one must determine the shape
parameters, @, of the selected flux function. As the plasma
shape is irregular and varies during each iteration of the Grad-
Shafranov solution, a minimisation problem is set up during
each Grad-Shafranov iteration, in order to find the optimal
shape parameter vector®, a*:

*

L 4 1B
@ = minimise : |, — ——5— —dQ, 21
@ “ poRol; Ja, 2Ho

Constraints may be applied to « in order to impose certain
current and/or pressure profiles, and to improve convergence.

An alternative approach, taken e.g. by [16], is to forego the
calculation detailed in Appendix 2, and optimise the profile
and shape parameters to meet the [/,,[3,,[;] constraints. This
method has the advantage of being able to handle two flux func-
tion shapes as opposed to just the one.

5.3. Equilibrium constraints

Next, a series of constraints is defined to produce a desired
plasma shape, which is traditionally implemented as a function
of x and 6.

An initial plasma boundary shape is calculated using the
Johner parameterisation [25], which can handle single and dou-
ble null plasma shapes, and can be made up-down, in-out asym-
metric. The simpler, symmetric, Manickam plasma shape pa-
rameterisation [26] was also tested, but was generally found in
the case of single nulls to lead to equilibria where the inactive
null is positioned very close to the separatrix. This is unde-
sirable most notably for plasma control and the design of the
first wall, where large fractions of the scrape-off layer charged
particle power is deposited in regions other than the divertor”.

A set of ny constraints are applied on the calculated plasma
boundary, in the form of ¢, By, and B, constraints. The ¢ val-
ues are set to a desired value, ¥, at all points on the plasma
boundary (typically ~40 to 150 points suffice), and a null field
condition is specified at the X-point: B, = 0, B, = 0. One can
also specify i constraints for the divertor legs, in order (for ex-
ample) to ensure that the positions of the divertor strike points
remain more or less fixed over the course of a pulse. Equations
12, 13, and 14 are used to set up an equation of the form:

GI=b—b, (22)

where:
G is a ny X nc matrix of Green’s functions evaluated at the
control points
1 is a n¢ vector of external coil currents
by is a ny vector of target values
by, is a ny vector of the contribution of the passive currents
(including the plasma) to the desired constraints.

“In the following, we use the superscript * to indicate optimality.

3The Johner and Manickam parameterisations are usually sufficient for con-
ventional plasma shapes, however less conventional shapes (e.g. highly trian-
gulated, strongly asymmetric, etc) require additional parameterisations.



A general, unconstrained solution to this minimisation prob-
lem proves useful during the first few stages of non-linear iter-
ations. As Zakharov [27] and Lackner [28] note, the problem
of the determination of external currents to create an arbitrar-
ily defined plasma shape constitutes an ill-posed problem in the
sense of Hadamard. Following [27] and many others, we use
Tikhonov regularisation [29] on the L,-norm of Equation 22 to
determine an optimal set of currents, I*:

' = minilmise : |IGI=b; + bp”% + ||FI||§ (23)

where I is the regularisation term taken to be a small multiple
(~ 1077) of the identity matrix. In the following Equation 23
can be solved analytically as:

I' = (GG +TI)'GT(b; — by) (24)

Note that when attempting to fit a desired plasma separatrix
shape, it can be useful to apply weightings to the G matrix and
the (bg — by,) error vector, in particular when the fit around X-
points (where Vi is low) is otherwise poor. We find that setting
weights on the y errors inversely proportional to the square of
the poloidal field can be helpful in this context, following an
approach suggested in [30].

5.4. Coil current, force, and field constraints

The central solenoid (CS) and poloidal field (PF) coils pro-
vide the external currents required to control the position and
shape of the plasma. In order to design a tokamak’s magnetic
cage, it is important to respect the design constraints inherent
to the CS and PF coils. The CS coils form part of the radial
build of the reactor, and for consistency with the rest of the re-
actor design in the BLUEPRINT code, the thickness of the CS
coils is held constant. Depending on the vertical extent of a CS
coil, the maximum current, I, that a coil can safely carry is
determined by an indicative current density for a coil winding
pack: Luax = Acoirdmax- In principle, the PF coil currents are
not constrained by current limits (as they could be made arbi-
trarily large, provided other constraints are met). In practice,
however, it is convenient not to have overly large PF coils, so a
current limit is specified for the PF coils as I,,.x = nl,, where
e.g. 1 = 1.4. The size of the PF coils is dynamically adjusted
according to the maximum current required of them.

Superconductivity is fickle; in order to keep a material in
a superconducting state, the field, current density, and tem-
perature must be kept within an operational margin of certain
material-dependent limits. The current density constraints are
applied as discussed above, and the magnetic field at the coils
is constrained to be below By, the vector of maximum fields
at the coils®. The temperature constraints are not addressed in
this model; it is assumed that the coils operate at their nomi-
nal temperatures (which to some extent determines the value of

Jmax) .

SIn principle the maximum field constraint on a coil could be higher if it
were carrying less current, as its margin to superconducting quench would be
higher. We ignore this in our model, out of convenience and conservativism.

Large vertical j X B forces are generated in the coils which
must be withstood by the coil cage structures’. In supercon-
ducting tokamaks, the CS and PF coils are often mechanically
and thermally connected to the toroidal field (TF) coils, out of a
desire to minimise the thermal conduction paths to a large cryo-
genic mass by connecting it to room temperature bodies at the
fewest possible locations. Given this, the forces on the mag-
nets must be resisted by the magnet cage as a whole, which is
why, following [15], we apply maximum value constraints to
the vertical force a single PF coil, total absolute vertical force
on all CS coils, and the vertical separation forces between each
module in the CS stack (tension only).

The aforementioned constraints can be applied to Equation
23 to give:

I’ = minimise : | GI ~ by + b,l12 + T3
|I| g Imax
B g Bmax
|F;| < Fpr

ncs

| D Fil < s,
=1

subject to :

forie[l,..,npr]

max

ncs

j
Zpi - ZFi <Fcs,,,,. forjell, . ncs]
i=1 i=]

(25)

This is a non-linear optimisation problem with a quadratic
objective function and linear and quadratic constraints. A se-
quential least squares optimisation algorithm, SLSQP [31], im-
plemented in NLopt [32], is used to solve Equation 25. Using
the Jacobians of the objective and constraint functions greatly
improve the algorithm’s performance, see Appendix 2 for de-
tails.

Note that the field constraints should actually be applied over
the entire cross-section of each coil, and not at individual lo-
cations. Such an approach is complicated by our choice of
Green’s functions over a finite element method and, further-
more, would significantly complicate the analytical calculation
of the Jacobian of the field constraints. Instead, we choose to
constrain the poloidal field at the centre of the inside edge of
each coil, where the field is generally the highest.

5.5. Coil position optimisation and constraints

A key decision when designing fusion reactors is where to
place the PF coils. While the ability to generate and control the
desired plasma shapes is an important consideration, so too is
the positioning of the ports and penetrations to the vacuum ves-
sel, which cannot coincide with the toroidally continuous PF
coils. Future fusion reactors will be remotely maintained and
it is important to ensure adequate access to the in-vessel com-
ponents through the magnetic cage and into the vacuum ves-
sel. Both vertical maintenance (e.g. [33]) and horizontal sector

7The radial j x B forces are resisted by tension of the circular coils, giving
rise to a hoop stress but generally not transferring the force to rest of the magnet
cage and structure (provided the radial forces are uniformally distributed).



maintenance (e.g. [34]) approaches apply strong constraints to
the positions of the PF coils, as do penetrations for H&CD and
other auxiliary systems.

Albanese et al. [15] tackle the problem of the constrained
optimisation of the position of the PF coils with an exhaus-
tive search on a combination of potential coil positions, chosen
from a finite set of acceptable positions. They apply some re-
strictions on the proximity between coils based on engineering
judgement, reducing the total number of permutations that need
to be explored.

Here, we adopt a different approach, choosing instead to op-
timise the coil positions along a basis function. For this we take
as an input from the BLUEPRINT code the outer edge of the
TF coil shape (which has been optimised to meet toroidal field
ripple constraints), from which we take an offset spline as a ba-
sis along which to position the PF coils. This basis function
is parameterised such that a PF coil position vector L € [0, 1]
maps to coil positions in X, Z space, see Figure 2.

The coil position constraints are implemented by introducing
exclusion zones, segmenting the basis function along which the
PF coils can be positioned. If a coil is in an exclusion zone at
the start of the optimisation procedure, it is moved to the nearest
acceptable position. Each coil is then fixed to its “track” seg-
ment, with individual lower and upper bounds (L,;;, and L)
applied, see Figure 2. Note that this has a similar effect to the
engineering judgement applied in the Albanese procedure, in
that it effectively reduces the breadth of the optimisation prob-
lem.

[ Exclusion zones
= Position basis function
= = Prohibited positions
® L constraint
® PF coil positions

Ly

_ /@—' """"" e 2

Figure 2: Diagram depicting the implementation of the coil position optimi-
sation procedures (left); with no exclusion zones, and (right); with exclusion
zones. Each PF coil is assigned an L value, with bounds L,,;, and L;,;x. The
exclusion zones in this example were calculated in the BLUEPRINT code as-
suming a vertical maintenance approach.

For the central solenoid, a similar approach to the one de-
scribed above is taken, except that we use a straight verti-
cal line as the L vector basis and the divisions between the
solenoid modules are optimised rather than their centre loca-
tions. The implicit design decision here is that the solenoid is
a single vertical stack of multiple modules (with only minimal

gaps between modules). The radius and thickness of the central
solenoid are taken from the radial build of a systems code solu-
tion, and the vertical position and extent of the solenoid are cal-
culated within the BLUEPRINT framework based on the size
of the toroidal field coils. Often, however, a fairly regular spac-
ing of modules in the central solenoid is desirable and reduces
the dimensionality of the optimisation problem significantly.

The following optimisation problem is then solved, this time
using the COBYLA optimisation algorithm [35], also imple-
mented in NLopt [32]:

L* = minimise: [[G'T° — b + byl + LT3
subjectto : L 2 Lpin (26)
L é Lmax
where:

G is the ny x ne matrix of Green’s functions evaluated at

the control points with the coils at positions L.

I* is the optimal current vector for a given set of coil posi-

tions, calculated in Equation 25

Lin and Lyax are the minimum and maximum normalised

positions constraint vectors for the coils.
The gradients of the objective function are calculated numeri-
cally here, as G is a complicated function of space. Generally
speaking, fairly large ports are required for tokamak power re-
actors (for maintenance, service connections, and auxiliary sys-
tems). As such the positional constraints on the coils are quite
strong, and actually make this optimisation step less onerous
since less of the space must be searched.

5.6. Breakdown optimisation

The initiation of a plasma discharge in tokamaks is com-
monly carried out inductively. A toroidal electric field is in-
duced by rapidly changing the current in the CS, while a multi-
polar magnetic null point is created in the centre of the ma-
chine®, near the desired location of the plasma magnetic axis.
This is a challenging dynamic problem in itself as the central
solenoid currents are near their maxima, the currents in all coils
must be accurately controlled over time, and induced currents
in the vacuum vessel and structures and the operation of other
tokamak systems can complicate matters. We simplify things
here to consider only the most challenging part of the plasma
discharge from the perspective of the poloidal field system. For
our purposes, the breakdown phase is calculated by defining a
region central to the desired plasma shape in which the poloidal
field is close to zero. The aim is to maximise the magnetic flux
at the centre of the machine, i, so that the pulse can last as
long as is desired. The engineering constraints on the coils are
the same as described in Section 5.4. Here we set as an objec-
tive the maximisation of the CS coil currents (as an ersatz for
the maximisation of the ¢,,), and an optimisation problem is
then solved:

8 Although the breakdown phase is also often initiated near the wall, in larger
future machines there is a desire to achieve breakdown without direct contact
with limiters.
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where Qpp is a circular region in the centre of the machine,
of a radius rgp, in which the maximum poloidal magnetic field
must be below B, , typically ~ 3 mT for a large machine (see
e.g. [36]).

This phase is particularly challenging for the I, B, and F
constraints, with all three often being reached simultaneously
across the coilset.

From the above, the magnetic flux at the time of the break-
down, i, is taken as the flux at the the edge of Qpp. Note that
Y, 1s determined with arbitrary PF coil positions, prior to the
determination of L*. Experience has shown that this value does
not depend much on the positions of the PF coil, and this step
is repeated once optimal PF coil positions have been found, for
consistency.

PBD>

5.7. Considerations of pulsed operation

The flux at the plasma boundary at the start of the flat-top
(SOF), ¥, can be calculated as:

Rol;

d/bS()/-‘ = Wby, — IL%

where Cgjim, 18 a constant, taken as 0.4, following the litera-
ture [37].

For a pulsed reactor, the duration of flat-top is dictated by the
time that the central solenoid can effectively induce a certain
fraction of the plasma current. The classical design decision is
to ramp the central solenoid currents from positive to negative
values, in order to induce the necessary current in the plasma.
The end of the pulse is thus dictated by the coilset as a whole,
which must respect its engineering constraints. Here we imple-
ment the pulse length as a constraint, by fixing ¥,

Ip - CEjimaﬂOROI[? (28)

l//hEUp = Wbsop - VbumTft (29)
where Vj,,,, is the plasma loop voltage during burn:
Vburn = fohmiprRp (30)

where foppic is the fraction of Ohmic current drive, and R), is
the resistance of the plasma in Ohms.

Thus, for a pulsed reactor, Equation 25 must be solved for
several different values of ;. In practice, we solve it at the

two most challenging points: at the start and end of the flat-
top, where ¥, = Wigpp Wbror» Tespectively. Intermediate values
of i, during the pulse can also be solved and optimised for.
However, in the interests of computational speed we focus on
cases which are typically limiting. If the fit to the specified
plasma boundary is too poor for the end of flat-top phase, it
implies that no solution is found for the specified number of PF
and CS coils, and the specified constraints. The user is notified
of this, so that the pulse length of the reactor can be modified
accordingly or a new systems code run and radial build can be
created to allow sufficient space for a central solenoid that can
meet the pulse length constraint.

5.8. Summary of the optimisation procedure

In summary, in order to design the plasma equilibrium and
poloidal field system to meet a specified set of R, A, «, 6, B,
l;, and I,, whilst constraining 74, F, B, I, and L, multiple steps
are required. First, a reference equilibrium is generated using
unconstrained optimisation with a set of initial coil positions,
see Equation 24.

For a pulsed tokamak, a breakdown optimisation step is car-
ried out (Equation 27) to determine y,,,, from which v,
(Equation 28) and ¢y, (Equation 29) can be determined.

Then, in order to meet the 74, F, B, and I constraints, a se-
ries of constrained optimisation problems are solved in a nested
loop to determine the optimal coil locations L* (Equation 26)
across multiple equilibria over the course of a pulse, in which
the optimal coil currents I* (Equation 25) and flux function pa-
rameters a* are calculated (Equation 21). During this second
step, the solution to the Grad-Shafranov equation is effectively
treated as boundary condition. Once an appropriate L* and set
of I" are found, the Grad-Shafranov equation is subsequently
converged for each equilibrium with fixed coil positions, using
further Picard iterations and constrained current optimisation
(Equation 25).

Finally, in order to ensure that the breakdown phase con-
straints can still be met with the new, optimal coil locations
and maximum PF coil current constraints, Equation 27 is recal-
caluted.

6. Demonstration of capabilities

To demonstrate our approach we introduce a range of differ-
ent equilibria and coilset designs, showing that our methodol-
ogy is applicable to a variety of tokamak concepts. We present
a single null (SN), double null (DN) and a single null, neg-
ative triangularity (NT) plasma and poloidal field system de-
signs. The design points shown here are fairly arbitrary and are
intended only to demonstrate the flexibility of our approach in
handling significantly different configurations, see Table 2. All
configurations are pulsed reactors, as this constitutes the harder
optimisation problem. In all configurations, we assume NbzSn
coils for the CS coils and NbTi coils for the PF coils, and the
PF coil exclusions zones are placed assuming a typical vertical
maintenance approach.



Table 2: Reactor configuration parameters

SN DN NT

Ry [m] 9 68 8

A 3.1 2 33
K 1.64 1.64 1.67
9 029 03 -0.35
1, [MA] 19 14 15
By [T] 58 52 52
By [%] 1.34 073 1.25
l; 08 07 08
7y [hr] 2 0.5 1.1
npr 6 6 5
ncs 5 7 6

Fpr, [MN] 400 300 350

Fes,, [MN] 300 200 300
Fes,, [MN] 200 200 250

We use a spline TF coil shape basis function for the large SN
reactor, six PF coils and a standard EU-DEMO-like division of
the CS into five modules, see Figure 3 and Table 3.

For the smaller and tighter aspect ratio DN reactor (Figure
4 and Table 4), we use a “Princeton D” TF coil shape as a ba-
sis function, and seven divisions on the CS as this is useful in
controlling the positions of the inboard divertor legs.

For the NT reactor (Figure 5 and Table 5), we use a “picture
frame” TF coil shape, as we consider this to be an appropriate
design choice for such a reactor. We choose to use only four CS
divisions and five PF coils, to demonstrate that the approach can
handle different numbers of coils, and to show that a NT reactor
need not have as many PF coils as has sometimes been assumed
(such as in [9]). It is worth mentioning that a higher breakdown
flux and longer pulse length (whilst preserving the prescribed
plasma shape) could be achieved in this NT reactor, were more
PF coils to be used.

7. Discussion and future work

The equilibria and poloidal field system design optimisa-
tion procedure described here takes approximately three to four
minutes to run from start to finish (including generating and
converging all the equilibria) on a single Intel® i-7 processor
on a desktop machine. This is prior to any concerted effort to
optimise code performance, which will be the subject of fu-
ture work. The run-time is dominated by the non-linear opti-
misation procedures, and to a lesser extent the numerical cal-
culation of plasma integral values. It can vary depending on
the configuration and the convergence/stopping criteria applied
in the optimisation steps. In practice, different configurations
require slightly different optimisation parameters, numbers of
constraints, etc. Thus the procedure cannot yet be described
as “fully automated” in all cases, as user experience and un-
derstanding, as well as some elements of trial and error are re-
quired in order to design a suitable coilset and equilibria. For
reasonable parameter deviations around known machines, how-

ever, automated (that is to say, fully unsupervised) equilibria
and poloidal field system design is possible.

It should also be noted that the specification of reasonable
and self-consistent constraints is important to the success of the
optimisation routines.

Future work will focus on the acceleration of the procedure
and on the improvement of its robustness and automatability.
We will also seek to extend coverage to include other magnetic
configurations with more advanced divertor geometries, such as
the SX and SF configurations.

8. Conclusions

The design of plasma equilibria and associated poloidal field
systems is one of the very first activities to be carried out in the
design of future fusion reactors.

To this end, we have described a free boundary plasma MHD
equilibrium code, along with a set of novel design optimisa-
tion routines which enable the design of tokamak equilibria and
poloidal field systems. A broad variety of constraints can be
met, ranging from plasma shape constraints (Ry, A, k, 9), in-
tegral plasma constraints (/,, B,, [;), a pulse length constraint
(71:), and engineering constraints relating to the locations, cur-
rents, fields, and forces in the coils (L, I, B, F). The approach
has been demonstrated on indicative single-null, double-null,
and negative triangularity tokamak designs. The methodology
is integrated into the BLUEPRINT reactor design framework,
and runs within minutes, thus making it compatible for use in
global reactor design optimisation procedures.

Acknowledgements

We would like to thank Dr B. Dudson (University of York)
for sharing FreeGS with the wider community, as it has been
extremely useful in developing our work; Dr G. Cunningham
(UKAEA) for his wise words, advice, and sharing FIESTA with
us, which has also been of great help; Dr. F. Maviglia (EURO-
fusion) and Dr. F. Franza (KIT) for their advice and expertise;
E. Jensen for her English; and Dr G. Parks (University of Cam-
bridge) and Dr E. Surrey (UKAEA) for their mentorship, sup-
port, wise words and guidance.

This work has been funded by the RCUK Energy Programme
[grant number EP/I501045]. To obtain further information on
the data and models underlying this paper please contact Publi-
cationsManager@ccfe.ac.uk.

Appendix 1: Green’s functions and discretised coils

The Green’s functions for poloidal magnetic flux, radial mag-
netic field, and vertical magnetic field at a location (X, Z) due
to a unit current source at location P = (X,, Z,):

G} (x.2) = ELal(1 - /DK () - E)] 31)
_ _ 732 2 21 _
QEX(X, 7) = ;ﬂ z ZL-)(TZ[(Z Z) + X+ XC] T) 32)
b X
gk (X,2) = g—;[Tl n (Xf X (z- ZC)Z)TZ] (33)
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Figure 3: Indicative SN result showing the breakdown (left) the start of flat-top (centre) and end of flat-top (right) phases with an optimised poloidal field system.
The contour lines show the magnetic flux surfaces, and the filled contour region shows the location of the plasma current density (zero outside the plasma), with in
both cases lighter colours indicating higher values. The red contour lines are the separatrices (and the isoflux values near ,,, in the case of the breakdown phase),
and the pink contour lines show the flux surfaces with ¢ = 1.05. The green “O” and black “X” markers indicate O- and X-points, respectively. The red and black
dashed lines show the basis function for the optimisation of the coil positions, with the red portions indicating the forbidden zones. The blue dashed line in the
breakdown phase shows the zones where B, < 3 mT.

Table 3: SN results for the constrained current optimisation procedure with optimal coil locations at the breakdown (BD), start of flat-top (SOF), and end of flat-top
(EOF) phases, as shown in Figure 3. NOTE: PF coil current constraints were updated based on maximum currents throughout the three phases in order to converge
coil cross-sectional areas.

| I[MA] | B [T] | F, [MN]
| Inaxl  BD ~ SOF  EOF | B, BD  SOF EOF ||F BD SOF  EOF

Tmax |

PF, | 1453 10.69 5091 -7.81 11.50 5.13 1.81 431 | 400.00 -287.88 -41.29  54.57
PF, | 1.18 1.17  -1.10  -1.18 11.50 154 192 2.00 | 400.00 -13.01 17.43 18.78
PF; | 1296 1.09 -10.19 -12.09 | 11.50 1.46  3.82 4.44 | 400.00 -2.90 74.63 88.52
PF, | 639 025 -639 -584 | 1150 066 371 336 | 400.00 0.78 -54.45  -49.69
PFs | 776 221 -642 -7.76 | 11.50 1.71 393 452 | 400.00 22.98 -102.29  -123.59
PFs | 1829 10.67 1829 11.27 | 11.50 533  6.06 3.56 | 400.00 29858 150.15 9247
CS; | 3331 31.77 3331 1437 | 13.00 11.78 9.09 188 | N/A -638.04 -68.69  -29.64
CS, | 3331 3237 -037 -3331 | 13.00 1243 232 1149 | N/A -72.24  1.07 95.52
CS; | 66.62 6554 1.84 -60.11 | 13.00 12.78 1.40 1291 | N/A -7.74 -0.02 0.81
CSs | 3331 3323 -506 -3294 | 13.00 12.62 1.81 12.10 | N/A 82.85 -14.46  -94.14
CSs | 3331 3196 1797 -2571 | 13.00 11.77 5.55 881 | N/A 626.24  37.31 -53.37
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Figure 4: Indicative DN result showing the breakdown (left) the start of flat-top (centre) and end of flat-top (right) phases with an optimised poloidal field system.

Table 4: DN results for the constrained current optimisation procedure with optimal coil locations at the breakdown (BD), start of flat-top (SOF), and end of flat-top
(EOF) phases, as shown in Figure 4. NOTE: PF coil current constraints were updated based on maximum currents throughout the three phases in order to converge
coil cross-sectional areas.

| I[MA] | B [T] | F, [MN]

| sl BD  SOF  EOF | B, BD  SOF EOF ||F, | BD SOF  EOF
PF; | 21.00 1099 21.00 1345 |11.50 551 7.06 421 |300.00 -137.59 -35.64 -22.84
PF, | 562 022 -556 490 | 1150 0.74 386 343 | 300.00 0.64 4025 3545
PF; | 487 037 -471 -487 | 1150 085 3.3 322 | 30000 -049 3998 4139
PF, | 355 032 -355 -355 | 1150 079 245 245 | 300.00 0.46 2772 -27.72
PFs | 684 -020 -653 -6.13 | 1150 070 398 373 | 30000 -058  -5477 -51.43
PFg | 21.00 10.84 1891 1073 | 11.50 547 631 322 | 300.00 13518 4393 2492
CS; | 2662 2535 2662 2456 | 13.00 1248 1130 929 | NA  -11552 -1098 -10.13
CS, | 2662 2568 -23.35 -26.62 | 13.00 1261 816 1024 | NJA 1725 17.35  19.78
CS; | 2662 2625 -11.03 -2043 | 13.00 1273 6.5 1021 | NJA  -430  10.89  20.18
CS, | 5325 5325 -13.01 -2723 | 13.00 11.81 465 796 |NA  0.02 0.00  0.00
CSs | 26.62 2629 -861 -20.68 | 13.00 1273 547 1030 | NA 533 -850  -20.42
CSe | 26.62 2558 -2626 -26.56 | 13.00 1256 9.64 1027 | NJA  -548  -1951 -19.73
CS; | 2662 2523 1156 2505 | 13.00 1240 518 891 |NA 11544 477 1033
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Figure 5: Indicative NT result showing the breakdown (left) the start of flat-top (centre) and end of flat-top (right) phases with an optimised poloidal field system.

Table 5: NT results for the constrained current optimisation procedure with optimal coil locations at the breakdown (BD), start of flat-top (SOF), and end of flat-top
(EOF) phases, as shown in Figure 5. NOTE: PF coil current constraints were updated based on maximum currents throughout the three phases in order to converge

coil cross-sectional areas.

| I[MA] | B [T] | F, [MN]

| Umarl  BD SOF  EOF | B, BD SOF EOF ||F,. | BD SOF EOF
PF, | 2250 10.70 -18.05 -22.50 | 11.50 525 576 7.61 | 350.00 -284.45 97.60 121.66
PF, | 22.17 1.62 2217 2036 | 11.50 1.84 650 598 | 35000 -15.08 -211.36 -194.07
PF; | 2250 0.81 -2242 -2250 | 11.50 127 6.67 6.67 | 350.00 0.50 70.06  70.30
PF, | 1.05 1.05 -025 -105 | 1150 145 0.84 1.85 | 350.00 9.78 -2.06 -8.61
PFs | 2250 12.82 2250 14.05 | 11.50 577 7.68 4.78 | 350.00 33478 155.67 97.21
CS; | 3221 30.75 -3.09 -476 | 13.00 11.41 231 456 | N/A -535.54  5.03 7.75
CS, | 3221 2974 3221 -7.83 | 13.00 11.65 935 502 | N/A -35.19  -74.04  18.00
CS; | 3221 3091 -10.13 -12.49 | 13.00 11.92 227 636 | N/A 4.20 13.52 16.68
CS; | 3221 29.60 30.04 -359 | 13.00 11.59 881 478 | N/A 38.10  39.51 -4.72
CSs | 3221 2846 -21.96 -3221 | 13.00 1134 6.77 11.86 | N/A -0.04 -50.42  -73.95
CSe¢ | 3221 30.66 -26.92 -3221 | 13.00 11.53 735 10.68 | N/A 478.84  -44.09  -52.75
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Where:

a= VX +X)?+(Z-2Z.)? (34)
K = 4Xf“ (35)

a

K(k
T, = % (36)

_ E®

2= A1 -k S

And K and E are the complete elliptic integrals of the first
and second kind, respectively.

Note that the Green’s functions diverge logarithmically when
the measured point approaches the location of the source, P. In
practice, this is only an issue when calculating the self-field of a
coil at its centre. For this we use a conservative approximation
for the field inside a conductor; taking an average value of the
field either side of the edge of the conductor.

A coil at position P is discretised into n individual current-
carrying filaments at positions p;, each with the same current.

ny

Pc _ i Pi
g (x,7) = ” Z Gh(X,Z) (38)

l

where:
v denotes one of [y, By, B;]
p; is the position of the subcoil i
In practice the coils are discretised based on their size (dx
and dz), to accommodate rectangular shaped coils.

Appendix 2: plasma profile determination

From Equations 4 and 19, following [21] and FreeGS [22],
we have:

[ I
= — dXdZ = ——— — dXdZ 39)
Fr Mol P poly Ro &

thus

2R
A = — 2P (40)
8 ffg dxdz
giving
1y~ Ao [ g dxaz + [ %g axaz)
A= - (1)
[[ g dXxdz
and
o= 0 42)

This enables the determination of two of the unknowns in
Equation 4, A and Sy, whilst ensuring that the /, and 8, con-
straints are met.

Appendix 3: optimisation Jacobians

The vertical forces acting on the coils are calculated as:
F,=1o0(F, -1+F,) 43)

where:
F, is the n¢ vector of the coil vertical forces
o is the Hadamard product
F,, is the n¢ X nc response matrix of the active coil forces
F}, is the nc response vector of the passive coil force con-
tributions (including the plasma)

Fu.v =

<i.j

21X,Gy (X0, Z;)

o (44)
Fp, = =21X; ) LG (X,, Z)
k=1

where np is the number of passive coils (including the
plasma, which is discretised into many small coils).
The poloidal fields at the coils locations are calculated as:

B = \/(By D) + (B, D + By, 45)

where:

B is the n¢ vector of the poloidal field values at the coils
B, and B,, are the n¢ X n¢ coil response matrices of the
radial and vertical fields

B,, is the nc response vector of the passive coil poloidal
field contributions (including the plasma)

Deterministic optimisation algorithms require information
on the gradient of the objective function and constraints. In
the absence of analytical gradients (Jacobian matrices) an op-
timiser will calculate gradients numerically, requiring signifi-
cantly more evaluations of the objective function. Below we
detail the calculation of the Jacobians for the objective func-
tion, vertical force, and poloidal field, which are used in the
optimisation procedures described here.

The Jacobian of the objective function used in Equation 25:

) GLI_b +by|I? + |ITI]
I ¢ + byll; + [ITT])3 = 2GLTGLT - 2GL (b, — bp) + 2T'1

ol
(46)
The Jacobian of the field calculation:
a_B _ B,I0B, +B,I0oB, @7
oM B, D+ (B, D2
The Jacobian of the force calculation:
OF . .
I =1I" o F, + diag(I o diag(F,) + F}) (48)

The gradients of the specific force and field inequality con-
straints with respect to I can be obtained from the above Jaco-
bians.
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