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Abstract. Observations have recently been made of ion cyclotron emission (ICE)

that originates from the core plasma in the DIII-D [1, 2] and ASDEX-Upgrade

[3, 4] tokamaks. The ICE spectral peaks correspond to the local cyclotron harmonic

frequencies of fusion-born ions close to the magnetic axis, in contrast to the hitherto

usual spatial localisation of the ICE source to the outer midplane edge in tokamak

and stellarator plasmas. Core ICE is temporally transient, and may be caused by the

rapid onset and increase of local fusion reactivity. This would give rise to a highly

non-Maxwellian population of fusion-born ions near their birth energy. In an idealised

future large tokamak deuterium-tritium scenario, this distribution would initially be a

thin spherical shell in velocity-space. In present-day medium-to-large tokamaks with

deuterium plasmas, such as ASDEX-Upgrade and KSTAR which are not designed

to confine fusion-born ions, formation of the ideal shell is pre-empted by prompt

loss orbital effects. The idealised shell distribution would be transient; collisional

effects acting on longer timescales would drive the fusion-born ions towards a standard

slowing-down distribution. For as long as it persists, as pointed out in Ref.[5], the shell

might drive the magnetoacoustic cyclotron instability (MCI), which is the excitation

process which underlies ICE. Here we present, under core plasma conditions, direct

numerical simulations of ICE generation by a spherical shell distribution of fusion-born

ions in velocity-space. These energetic minority ions are found to relax collectively

in particle-in-cell (PIC) computations which follow their self-consistent gyro-orbit-

resolved dynamics, together with that of the majority thermal ions and electrons,

under the Maxwell-Lorentz system of equations. We relate the computational outputs,

which extend into the nonlinearly saturated regime of the MCI, to the analytical theory

of the linear MCI for shell-type energetic ion distributions, and to fully nonlinear

simulations of related ring-beam energetic ion distributions relaxing under the MCI.

We conclude that in future simulations for ICE interpretation, ring-beam distributions
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may provide an acceptable proxy for shell distributions, while using significantly fewer

computational particles and still maintaining a satisfactory signal-to-noise ratio.

PACS numbers: 52.35.Hr, 52.35.Qz, 52.55.Fa, 52.55.Tn

Keywords: ion cyclotron emission, magnetoacoustic cyclotron instability, tokamak,

numerical simulation, particle in cell, bispectral analysis

1. Introduction

Ion cyclotron emission (ICE) comprises strongly suprathermal radiation, exhibiting

narrow spectral peaks at frequencies corresponding to multiple cyclotron harmonics of

one or more energetic ion species. ICE is widely observed in magnetic confinement

fusion (MCF) plasma configurations, including: all large tokamaks, notably JET

[6, 7, 8, 9, 10, 11], TFTR [12], ASDEX-Upgrade [3, 4, 5], DIII-D [1, 2, 13], JT-60U

[14, 15, 16], EAST [17], and KSTAR [18, 19]; and two large stellarators LHD [20, 21]

and W7-AS [22]. ICE is detected using passive, non-invasive diagnostics, for example

wall-mounted antennae or dedicated radio-frequency probes, and is under consideration

for use in ITER [23, 24] to monitor fusion-born alpha-particle populations. The narrow

spectral peaks of ICE, combined with the mapping from cyclotron frequency to radial

location, indicate that ICE is generated by spatially localised plasma processes. The

strongly suprathermal nature of ICE suggests that it arises from a collective instability,

hence occurs only where there is strong deviation from the Maxwellian in the velocity

distribution of the energetic ions that drive it.

For these reasons, analytical and computational studies carried out in a locally

uniform approximation have proven successful in capturing the key observed features

of ICE. The driving mechanism for ICE is the magnetoacoustic cyclotron instability

(MCI). This was originally formulated theoretically in Ref. [25], and further developed

for application to ICE measurements for deuterium-tritium plasmas in the early 1990s

[26, 27, 28, 29, 30, 31, 32, 33, 34, 35]. The MCI occurs when a minority energetic ion

population, whose velocity-space distribution includes an inversion where ∂f/∂v > 0,

enters into cyclotron resonance with a fast Alfvén wave which is supported by the bulk

plasma and propagates nearly perpendicular to the background magnetic field. The

necessary sharply defined non-Maxwellian feature in velocity space can originate from

fusion reactions in the core plasma, neutral beam injection (NBI), or heating due to

externally injected waves in the ion cyclotron range of frequencies (ICRF). In general,

there will be a link between the spectrum of waves excited by the MCI and the character

of the velocity distribution of the energetic ions which drive the waves. Mapping between

the measured ICE signal and the theoretical characteristics of the MCI-excited waves

is thus essential to interpreting the energetic ion physics underlying ICE observations.

For example, recently, linear analysis of the MCI has successfully been applied to ICE
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from JT-60U [36], leading on to a detailed study of the characteristics of the energetic
3He velocity distribution responsible for driving the ICE [37].

Advances in computational physics have enabled first principles investigations of

the MCI and ICE. Full gyro-orbit ion dynamics, evolving self-consistently with the

electric and magnetic fields under the Maxwell-Lorentz equations, are followed in

kinetic particle-in-cell (PIC) computations that typically encompass tens of millions

of interacting ions and electrons; see also Appendix B. These can carry the MCI

instability into its nonlinear regime, which further assists comparison between simulated

and observed ICE spectra [38, 39]. Using the PIC code EPOCH [40], the nonlinear

full gyro-orbit characteristics of fusion-born alpha-particle ICE were modelled [41] for

plasma parameters relevant to JET edge plasma conditions. These PIC results were

reinforced by subsequent PIC-hybrid simulations of the MCI over longer physical time

scales, deep into the nonlinear regime of the instability, in which the ions were treated

as particles and the electrons as a massless neutralising fluid [38, 42]. The same PIC-

hybrid approach provided an explanation for the NBI ICE observed in LHD [43, 44].

Clear links between ICE and the terminal crash phase of the edge localised mode (ELM)

[45, 46, 47, 48, 49, 50] cycle were investigated experimentally in the KSTAR tokamak

[18, 19], having been noted early on [7]. Using EPOCH PIC computations, these have

been explained in terms of the rapidly changing spectral characteristics of the MCI of

fusion-born protons caused by the rapidly decreasing local plasma density during the

pedestal collapse through multiple ELM filament bursts [39, 51, 52]. ICE driven by NBI

deuterons in KSTAR deuterium plasmas has also been interpreted in terms of the MCI

using a PIC approach [39]. PIC computations of a stimulated emission counterpart to

the MCI under JET-like conditions identified a potential “alpha-particle channelling”

scenario, in which an applied wave stimulates the extraction of energy from a minority

alpha-particle population to a majority deuteron population [53].

The ICE observations considered in all the simulations described above were

localised to the outer midplane edge region of the MCF plasmas. In these cases, drift

orbit, local ionisation, and prompt loss effects typically give rise to the highly non-

Maxwellian velocity distributions required for ICE excitation by a local energetic ion

population via the MCI. For the reasons given in the literature, in this region of the

plasma, it is appropriate to represent the minority energetic ions as a drifting ring-beam

distribution in velocity space [28, 29, 30]; that is, f (v) ∼ δ
(
v‖ − v‖0

)
δ (v⊥ − v⊥0) and

generalisations thereof. This form of distribution is not so clearly applicable to recent

observations of ICE from the core plasma of ASDEX-Upgrade [4, 3] and DIII-D [1, 2, 13].

It appears that some of these ICE signals are due to fusion-born ions, so it is timely to

examine the feasibility of these ions driving ICE via the MCI.

As noted in Refs. [54, 55], the onset of a significant level of fusion reactivity as the

temperature of the core plasma rises, creates initially a spherically symmetric shell-type

distribution of fusion-born ions in velocity space. As time passes, collisional effects will

populate the initially hollow sphere within the shell with slowed-down fusion-born ions,

so that eventually their velocity distribution is monotonically decreasing. Additionally,
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some of the fusion-born ions will be promptly lost from the plasma on microsecond

timescales slower than the ion gyro period. Nevertheless, at early times there is a

population inversion which approximates the character of a spherical shell. In general,

the true velocity distribution on sub-collisional timescales (. 100µs) will be somewhere

between a ring-beam and a shell. The ring-beam limit has been extensively investigated,

initially analytically [28, 29, 30, 31, 32] and subsequently using first principles kinetic

codes [38, 41, 42, 51, 52, 39, 44, 56]. The other asymptotic limit, a shell, has hitherto

been studies primarily analytically [26, 27].

In this paper we therefore present PIC simulations of ICE driven, via the MCI,

by energetic ion populations that have a spherical shell velocity distribution of the

form Eq. 2 below. In section 2 we describe our simulation set-up, including details of

the two types of non-Maxwellian distribution functions used to represent the minority

energetic ions. In section 2 we show the results of fourteen independent PIC simulations

of minority energetic ion populations relaxing under the MCI. These compare simulated

ICE spectra from ring-beam distributions, typically used in modelling ICE from the

plasma edge, and spherical shell distributions, proposed for modelling ICE from the

core plasma. From these simulations, we also show how some ICE spectral peaks at

minority ion cyclotron harmonics, which are often observed in experiment, can only

be explained through nonlinear interactions. We conclude in section 5, and offer some

suggestions for future experimental ICE measurements. We emphasise that we are not

explicitly simulating plasmas representative of the core of AUG and DIII-D; rather we

are examining the feasibility of MCI driven ICE from fusion-born protons which have a

spherical shell velocity distribution under conditions which approximate a typical core

plasma.

2. Particle-in-cell simulations of ICE spectra

2.1. Computational approach

To simulate the excitation of ICE by fusion-born protons we use the EPOCH particle-in-

cell (PIC) code [40] to self-consistently solve the Maxwell-Lorentz system of equations

for ∼ 2× 107 computational particles; see also Appendix A. Our computational domain

spans one periodic spatial dimension and all three velocity dimensions (1D3V), and

the code captures the full gyro-orbit particle dynamics of the electrons, background

deuterons, and the minority energetic proton population, while self-consistently evolving

all three vector components of the electric and magnetic fields. Our approach is to

study the collective relaxation of the energetic ion population under this first principles

model, and to analyse the spatio-temporal Fourier transforms of the excited fields, which

give rise to the simulated ICE spectra. Our simulations are set up in slab geometry,

corresponding to the local approximation; they do not incorporate any toroidal effects

or eigenmode structure [33, 34, 35, 57, 58, 59, 60, 61, 62, 63, 64]. This absence is

expected to have only marginal consequences for modelling the ICE phenomenology
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addressed here, given the success of calculations and computations that use the local

approximation in explaining recent results from KSTAR [51, 52, 39] and LHD [43, 44],

as well as the ICE observations from JET and TFTR [6, 7, 9, 8, 12, 41, 38].

The core ICE observations that motivate the present study are from deuterium

plasmas [1, 2, 3, 4], in which 3.02MeV fusion-born protons are the most energetic

minority species. Our PIC simulations therefore focus on the fast relaxation of this

population on cyclotron timescales, dependant on its initial distribution in velocity

space. These simulations address fourteen plasmas whose parameters are close to those

used in the calculation of the linear MCI growth rates in Ref. [27], which are relevant

to large or medium-size tokamak plasmas. All the simulations use an initially uniform

electron number density ne = 1.0×1019m−3, and a background magnetic field Bz = 3.1T

oriented perpendicular to the spatial domain. This density is approximately a factor

four lower than the densities of typical AUG and DIII-D plasmas, but has been chosen

to increase the ratio v⊥/vA to ∼ 0.77, as distinct from the ∼ 0.38 which would apply for

a plasma with the same magnetic field and ne = 1.0× 1019m−3. It has been shown that

having v⊥/vA ∼ 1 maximises the MCI drive [38, 41, 42, 43, 44], thereby precipitating the

excitation of the MCI in a feasible amount of computational time whilst maintaining

high signal-to-noise ratios. This is necessary given the large computational resource

required for these fourteen fully kinetic nonlinear PIC simulations. In addition, choosing

ne = 1.0 × 1019m−3 allows closer alignment with the original analytical work of Ref.

[27]. The temperatures of the initially Maxwellian background thermal deuterons and

electrons are set to 1keV. The bulk deuteron and minority proton number densities are

denoted by nD and np respectively, and the fast ion concentration ξ = np/nD = 10−3 in

all simulations. Such a large concentration is not realistic in tokamak plasmas, but is

necessary to obtain adequate signal-to-noise ratios in a feasible amount of computational

time. We are confident that the underlying physics remains unchanged, because in

earlier computational studies [42], the simulated ICE power was found to scale linearly

with fast particle concentration ξ.

In seven of our simulations, the velocity-space distribution of the energetic protons

is initialised as a ring-beam distribution with finite thickness in the perpendicular

direction:

f
(
v‖, v⊥

)
∝ exp

(
− (v⊥ − v0⊥)2

v2T⊥

)
δ
(
v‖
)
. (1)

Here, v⊥ and v‖ are the magnitudes of the velocity components perpendicular and

parallel to the magnetic field. The magnitude of the initial perpendicular velocity,

and its spread, are denoted by v0⊥ and vT⊥ respectively. We set the value of v0⊥ to

correspond to the 3.02MeV birth energy of protons produced in D-D fusion reactions.

Across these seven simulations, the value of vT⊥ rises from zero to 0.3v0⊥ in steps of

0.05v0⊥. It is helpful for benchmarking that the distribution function Eq. 1 for vT⊥ = 0

reduces to the delta-function form used in previous PIC and hybrid simulations of the

MCI [38, 41, 51, 52, 39, 42].
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In our second set of seven simulations, we initialise the velocity-space distribution

of fusion-born protons as a spherically symmetric shell distribution with finite thickness:

f (v) ∝ exp

(
− (v − v0)2

v2T

)
. (2)

Here v is the magnitude of the velocity vector, v0 defines the centre of the shell, and vT
is the velocity spread, governing the thickness of the shell in velocity space. We set the

value of v0 to correspond to the 3.02MeV birth energy of the protons, and we increase

the value of vT from 0 to 0.3v0 in steps of 0.05v0 across the seven simulations. Our

approach of comparing the outputs of simulations initialised with Eqs. 1 and 2 enables

us to establish how far results for the spherical shell, relevant to the core plasma ICE,

deviate from broadly equivalent results from the ring-beam, relevant to edge ICE.

Most of the figures in the following sections omit the results of simulations with

vT = 0.05v0 and vT⊥ = 0.05v0⊥, because these are very similar to simulations with

vT = 0.1v0 and vT⊥ = 0.1v0⊥ respectively. These results are, however, shown in

Figures which plot growth rates, to enable uniform interpolation between the results

of different simulations. Each of the seven ring-beam simulations lasts 40 proton gyro-

periods τcp = 2π/ωcp, where ωcp is the angular cyclotron frequency of the protons; by

this time, the instability is well into its nonlinear saturated regime. The seven spherical

shell simulations have varying durations, from 70τcp to 130τcp, depending on the time

taken for the instability to reach saturation.

2.2. Energy flow and spectral properties

Let us first examine the evolution of the energies of the fields and particles in our simu-

lations. Figure 1 displays the change in energy density as a function of time for six MCI

simulations initialised with a ring-beam velocity distribution, Eq. 1, for the minority

protons. The perpendicular velocity spread vT⊥, expressed as a fraction of the initial

perpendicular velocity v0⊥, is shown at the top of each panel. The energy transfer be-

tween particles and fields qualitatively resembles that of previous work [38, 41, 39] in

which vT⊥ = 0, with the minority protons transferring their energy to the bulk plasma

and to the fields. The duration of the linear phase of the instability, normalised to τcp,

is almost four times longer than in previous simulations. This is consistent with the

numerical analytical growth rates that we calculate using a first principles kinetic dis-

persion solver (see Fig. 7, discussed later) for the present simulation parameters, which

are of the order ∼ 10−2ωcp, much lower than in previous simulations [38, 41]. Figure 1

shows that the simulation with no perpendicular velocity spread vT⊥ reaches saturation

earliest, at around 25τcp. As vT⊥ is increased, the linear phase of the instability sat-

urates at a later time. The amount of energy transferred from the minority energetic

proton population to the fields and bulk plasma is greatest for the case vT⊥ = 0.1v0⊥
and declines monotonically with vT⊥ for vT⊥ > 0.1v0⊥. Increasing vT⊥ affects both the

field components in the same way; the peak changes in Ex and Bz energy densities are
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approximately five times less in the vT⊥ = 0.3v0⊥ simulation than in the vT⊥ = 0.1v0⊥
simulation. In all panels, a nonlinear re-energisation stage begins shortly after satura-

tion and persists for the remainder of the simulation. This stage corresponds to the

transit time magnetic pumping phase identified in Ref. [38]. It is least pronounced for

the vT⊥ = 0.0 simulation, and most pronounced for the vT⊥ = 0.1v0⊥ case, lasting for a

smaller fraction of the fixed total simulation time as vT⊥ increases further.

Figure 2 shows the corresponding six plots for simulations in which the minority

protons are initialised with a spherical shell distribution, Eq. 2. The amount of energy

transfer from the minority energetic ions at saturation, shown in all panels of Fig. 2, is

more than ten times less than that of their ring-beam counterparts. In all cases, the time

taken to reach saturation is at least double that in the ring-beam simulations. The top

three panels are qualitatively the same as their ring-beam counterparts; these provide

the first confirmation from direct numerical simulation of the earlier analytical result

[27] that ICE can be excited via the MCI given an initial spherical shell distribution

of minority energetic ions. All three panels show a distinct saturation phase, followed

by re-energisation, the amount of which decreases substantially as the velocity spread

vT increases. The bottom three panels differ from the top three and from Fig. 1, in

that they do not enter a re-energisation stage after saturation of the MCI. Instead,

the magnetic field amplitude saturates at about t = 80τcp in all cases. Thereafter the

minority protons transfer their energy primarily to the bulk plasma deuterons, while

the excited field energy remains approximately constant or declines. This aspect of the

nonlinear regime of the MCI would require further study, as a means to transfer energy

from fusion-born or NBI ions directly to other ion species on cyclotron timescales [65].

An advantage of the long duration of both sets of simulations is that this

enables very high frequency resolution when performing Fourier transforms, and these

demonstrate further that in all cases the instability is the MCI. Figure 3 shows, for the

ring-beam simulations, the distribution of energy in the z-component of the magnetic

field in frequency-wavenumber space, where the Fourier transform is performed over

the entire time duration and the full spatial domain of the simulations. Each panel is

plotted using the same log10 scale, and the fast Alfvén wave branch deviates increasingly

from a straight line as ω rises towards the lower hybrid frequency.

Each panel shows a series of well defined resonances along the magnetoacoustic-fast

Alfvén branch at sequential integer multiples of ωcp. These resonances are strongest for

the simulations with little or no perpendicular spread vT⊥. This is consistent with Fig.

1, which shows these simulations have the greatest energy transfer from the minority

protons to the excited magnetic field oscillations. In addition to the resonances along the

magnetoacoustic-fast Alfvén branch, we see regions of high spectral density at ω = 7ωcp

and ω = 8ωcp at lower wavenumber. The intensity of these regions decreases as vT⊥
increases. These additional modes are nonlinear in origin, and arise because of intense

phase coupling between modes on the main magnetoacoustic branch, which we will

address later in this section. Meanwhile we note that these modes have similar intensity
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Figure 1: Time evolution of the change in energy density of particles and electric and

magnetic field components, from six PIC simulations in which the minority energetic protons

are initialised with ring-beam velocity distributions that have different perpendicular velocity

spreads vT⊥. The value of vT⊥ as a fraction of the initial perpendicular velocity v0⊥ is shown

at the top of each panel. The traces, ordered from top to bottom at their peak (and in

colour online) are: Top (red) the change in kinetic energy density of the thermal bulk plasma

deuterons; second (green) the energy density of the magnetic field perturbation ∆Bz; third

(blue) the energy density of the electrostatic field Ex; fourth (cyan) the change in kinetic

energy density of the minority energetic protons. Time is normalised to the proton gyro-

period. Note the different y-axis scales on the top and bottom rows. Note the apparent

thickness of some traces reflects the envelope of the frequency oscillations of the fluctuating

quantities they represent.

to their linearly excited counterparts, suggesting that any ICE spectral peaks at these

high frequencies are due, at least in part, to strong nonlinear wave coupling.

The power spectrum for these ring-beam simulations is shown in Fig. 4. There

is a strong mode at ω = 4ωcp in all panels except for the case vT⊥ = 0.3v0⊥. At low

values of vT⊥, there is only a very weak mode at ω = 5ωcp, which becomes more powerful

as vT⊥ increases, in conjunction with a decrease in the amplitude of a mode at ω = 4ωcp.

The corresponding spatio temporal Fourier transform and power spectrum plots
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Figure 2: Time evolution of the change in energy density of particles and electric and

magnetic field components from six PIC simulations in which the minority energetic protons

are initialised with spherical shell velocity distributions that have different velocity spreads

vT . The value of vT as a fraction of the central velocity v0 is shown at the top of each panel.

The physical meaning of each trace is the same as in Fig. 1. Note the different x-axis and

y-axis scales on the top and bottom rows.

for the spherical shell distribution simulations are shown in Figs. 5 and 6 respectively.

The frequency resolution of these plots is much greater than that of their ring beam

counterparts, owing to the longer simulation durations, up 120τcp for vT ≥ 0.2v0.

Paradoxically this renders it more difficult to pick out the strong, highly localised

resonances in the dispersion relation. Due to the longer duration of the shell distribution

simulations, there are more data points between adjacent harmonics in Fig. 6 than there

are in Fig. 4. Figure 6 therefore appears to have higher noise levels than Fig. 4, but

this is not the case; each simulation set has similar noise levels.

In Fig. 5, the vT = 0 simulation shows a faint mode at ω = 8ωcp to the left of

the main dispersion branch, just as in its ring-beam counterpart panel in Fig. 3. In

Fig. 6, the spectral structure is slightly different from that of the ring-beam simulations

shown in Fig. 4. The small spectral peaks seen at ω = ωcp and ω = 2ωcp in Fig. 4

are not present in Fig. 6, and the spectral peak at ω = 4ωcp is dominant for the the
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Figure 3: Spectral density of the fluctuating z-component of the magnetic field ∆Bz across

frequency-wavenumber space from six PIC simulations in which the minority energetic protons

are initialised with ring-beam velocity distributions that have different perpendicular velocity

spreads vT⊥. The value of vT⊥ as a fraction of the initial perpendicular velocity v0⊥ is shown at

the top of each panel. Each plot is a spatio-temporal Fourier transform of ∆Bz, and spans the

entire spatial domain and duration shown in its Fig. 1 counterpart. The colour bar indicates

the log10 of the spectral density. Vertical axes are normalised to the minority proton cyclotron

frequency ωcp, and horizontal axes to ωcp divided by the Alfvén speed VA.

simulations with low or zero vT . In contrast to the ring-beam case shown in Fig. 4, there

is no spectral gap at ω = 5ωcp in these shell simulations. For vT ≥ 0.2v0, all cyclotron

harmonic spectral peaks are roughly equal in magnitude. As vT increases further, the

dominant peak shifts to ω = 6ωcp, much like the upward shift of the dominant mode in

the ring-beam simulations to ω = 5ωcp. Unlike the ring-beam simulations, the spectral

peaks at ω = 7ωcp and ω = 8ωcp are close in magnitude to the intense peaks at lower

frequencies, notably to ω = 3ωcp.
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Figure 4: Spectral intensity of the fluctuating ∆Bz field energy density, from six PIC

simulations in which the minority energetic protons are initialised with ring-beam velocity

distributions that have different perpendicular velocity spreads vT⊥. Each panel is constructed

by integrating the spatio-temporal Fourier transform in the corresponding panel in Fig. 3 over

wavenumber. The value of vT⊥ as a fraction of the initial perpendicular velocity v0⊥ is shown

at the top of each panel. Vertical axes are plotted on a log10 scale, and the horizontal axes

are normalised to the minority proton cyclotron frequency ωcp.
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Figure 5: Spectral density of the fluctuating z-component of the magnetic field ∆Bz across

frequency-wavenumber space from six PIC simulations in which the minority energetic protons

are initialised with spherical shell velocity distributions that have different velocity spreads vT .

The value of vT as a fraction of the central velocity v0 is shown at the top of each panel. Each

plot is a spatio-temporal Fourier transform of ∆Bz, and spans the entire spatial domain and

duration shown in its Fig. 2 counterpart. The colour bar indicates the log10 of the spectral

density. Vertical axes are normalised to the minority proton cyclotron frequency ωcp, and

horizontal axes to ωcp divided by the Alfvén speed VA.
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Figure 6: Spectral intensity of the fluctuating ∆Bz field energy density, from six PIC

simulations in which the minority energetic protons are initialised with spherical shell velocity

distributions that have different perpendicular velocity spreads vT . Each panel is constructed

by integrating the spatio temporal Fourier transform in the corresponding panel in Fig. 5 over

wavenumber. The value of vT as a fraction of the central velocity v0 is shown at the top of

each panel. Vertical axes are plotted on a log10 scale, and the horizontal axes are normalised

to the minority proton cyclotron frequency ωcp.
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3. Simulation growth rates at early times compared to linear MCI theory

The growth rates of modes at early times can be inferred from both sets of PIC

simulations, and are plotted as a function of cyclotron harmonic number and thermal

spread in the right panels of Fig. 7. It is helpful to compare these plots to the left

panels, which display the numerically computed analytical linear growth rates for the

MCI. These are computed numerically using the first principles kinetic dispersion solver

[66, 67] outlined in Appendix B. The upper panels of Fig. 7 correspond to a spherical

shell distribution, and the growth rates are plotted as a function of the shell spread

vT , while the lower panels correspond to a ring-beam distribution, and are plotted as

a function of the perpendicular velocity spread vT⊥. To obtain uniform spacing of the

data points, two additional PIC simulations were run, corresponding to vT = 0.05v0 for

a spherical shell distribution and vT⊥ = 0.05v0 for a ring-beam. These two simulations

are not shown in the other figures of this paper, and do not alter any conclusions drawn.

In all panels the growth rates are normalised to the proton cyclotron frequency ωcp.

The eighth harmonic is not displayed because its numerical analytical linear and PIC-

inferred growth rates are zero or negligible in all cases; this mode is almost entirely

driven by nonlinear interactions, as we will show later.

The ring-beam growth rates computed from the PIC simulations closely resemble

their numerically computed counterparts. For example, the absence of the fifth harmonic

in PIC simulations with vT⊥ ≤ 0.1 is replicated by the numerical growth rate solver.

The growth of the sixth harmonic at low values of vT⊥ is also consistent, as is the

tendency for the power to shift from the fourth harmonic to the fifth as vT⊥ increases.

The magnitudes of the growth rates differ slightly, with the maximum value inferred

from the simulation being ∼ 1.7 times larger than the maximum numerically calculated

analytical value. We view this as a reassuring outcome, given the finite signal-to-noise

ratio in the simulations. The spherical shell distribution growth rates are similarly

consistent, and agree more closely in magnitude. Both PIC simulation and numerically

computed analytical growth rates indicate that the growth is concentrated around the

fourth proton cyclotron harmonic at low values of vT , and shifts towards the sixth

harmonic as vT increases. The numerical solver calculates that the fourth and fifth

harmonic modes have growth rates which are similar in magnitude, which is not borne

out by the simulation results. The solver also predicts that the largest growth rate

for vT = 0.3v0 occurs at the fourth harmonic, while it is the sixth harmonic in

the simulations. The overall similarity between numerical analytical and simulation

growth rates across fourteen simulations that employ two different energetic proton

velocity distributions is encouraging. It reinforces the conclusion that the MCI arises

spontaneously in our first principles Maxwell-Lorentz PIC computations.

We have also calculated the linear growth rates for the initial spherical shell

distribution using Eq. 31 of Ref. [27], leading to the results shown in Appendix C.

This analytical expression predicts the same trend in the magnitude of the growth

rate as a function of vT as in the PIC simulations and numerical solver. However the
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peak growth rate is located at the sixth harmonic as opposed to the fourth. As noted

in Appendix C, this discrepancy probably arises from the requirement to set the real

frequency exactly equal to k⊥vA in the linear theory of Ref. [27]. As the frequency

tends towards the lower hybrid frequency, this approximation diverges from the true

real frequency inferred from our computations, see Fig. 5. Returning to Fig. 7, we

note that the tendency of the fastest growing mode in the simulations to shift from the

fourth, to the fifth, and finally to the sixth proton cyclotron harmonic as the velocity

spread increases is qualitatively the same in both the ring-beam and spherical shell

simulations. The only major difference is the presence of faster growing ω = 6ωcp modes

in the ring-beam simulations.

4. Nonlinear physics of the simulations

4.1. Field energy in the nonlinear phase of the MCI

The nonlinear aspects of PIC simulations are often central to understanding observed

ICE phenomenology: for example, in relation to the excitation of alpha-particle

cyclotron harmonics l ≤ 6 in ICE from JET DT plasma [38, 41], and the “ghost”

chirping ICE observed at proton cyclotron harmonics 20ωcp ≤ ω ≤ 35ωcp in KSTAR

deuterium plasmas [52]. The time evolution of the energy in the fluctuating part of the

z-component of the magnetic field, ∆Bz, as a function of wavenumber is shown in Fig.

8 for two simulations of the MCI. The left panel of Fig. 8 results from the repeated

spatial Fourier transforms of the fields excited in a ring-beam simulation with vT⊥ = 0,

while the right panel of Fig. 8 is from a spherical shell simulation with vT = 0. Time is

normalised to τcp, wavevector is normalised to ωcp/VA, and the colour bar indicates the

log10 of the spectral density of ∆Bz. In both panels, the strongest modes are centred

around k ∼ 4.35ωcp/VA and k ∼ 7.8ωcp/VA. These begin growing early, in the linear

MCI stage of the simulation, and correspond to the fourth and sixth proton cyclotron

harmonics respectively. There is also a strong, linearly unstable mode at k ∼ 5.9ωcp/VA
in the right panel, corresponding to the fifth cyclotron harmonic. This mode also appears

in the left panel, but it is weaker and starts to grow at a later time t ≈ 20τcp, well after

the linear phase of the MCI. In both panels of Fig. 8, at this later time there also

appears a mode at k ∼ 8.7ωcp/VA, which contributes to the eighth proton cyclotron

harmonic spectral peak in both simulations. A mode at k ∼ 15.5ωcp/VA appears only

after t ' 20τcp in the left panel, but is weakly linearly driven in the right panel. Other

modes that first appear at t ' 20τcp can be seen in both panels, more clearly in the left

panel.

Figure 9 shows the evolution of B2
z as a function of time in the vT⊥ = 0 ring-beam

simulation for: two linearly unstable modes, at k ' 4.35ωcp/VA and k ' 7.8ωcp/VA; and

two modes that first appear after t ≈ 15τcp, at k ' 8.7ωcp/VA and k ' 15.5ωcp/VA.

These traces were obtained by averaging over a narrow range of wavevectors in the

vicinity of these modes; there is no overlap with other, clearly distinct, modes shown in
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Figure 7: Growth rates of the MCI calculated for different values of velocity spread and

plotted as a function of proton cyclotron harmonic number. Coloured stars denote calculated

values, coloured lines are a guide to the eye. The magnitude of the growth rate γ is normalised

to the proton cyclotron frequency ωcp. Upper panels: Growth rates corresponding to a minority

proton ring-beam distribution function with varying perpendicular velocity spread vT⊥. Lower

panels: Growth rates corresponding to a minority proton spherical shell distribution function

with varying velocity spread vT . Left panels: Linear growth rates calculated numerically from a

kinetic dispersion solver, details of which are given in Appendix B. Right panels: Growth rates

calculated directly from PIC simulations. In all panels the eighth proton cyclotron harmonic is

omitted, because it has a zero or negligible linear growth rate in all cases. In the upper panels,

corresponding to the ring-beam distribution, the numerical and PIC growth rates differ slightly

in their maximum and minimum values, but the left and right plots are qualitatively almost

identical. In the lower panels, corresponding to the spherical shell distribution, the numerical

and PIC growth rates have the same maximum and minimum values, but the left and right

plots are not as qualitatively similar as their ring-beam counterparts. The corresponding

analytical linear growth rates of a minority proton spherical shell distribution relaxing under

the MCI have been calculated according to Eq. 31 of Ref. [27], and are shown in Appendix C.

Fig. 8. A moving average was also applied in time, to smooth out the field oscillations.

The k ' 8.7ωcp/VA mode reaches a slightly higher saturation energy, and begins growing

slightly later in time than the k ' 15.5ωcp/VA mode. The upper left panel of Fig. 3

shows that both these modes have a strong resonance at ω = 8ωcp, along the eighth
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proton cyclotron harmonic, and thus both contribute with similar magnitude to the

ω = 8ωcp peak shown in the top left panel of Fig. 4. The saturation energy of the

linearly unstable modes is more than two orders of magnitude greater than that of the

nonlinearly driven modes, and is therefore not displayed in Fig. 9.
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Figure 8: Time evolution of the spectral density of the fluctuating z-component of the

magnetic field ∆Bz across wavenumber space. Left: From a PIC simulation in which the

minority energetic protons are initialised using a ring-beam velocity distribution with no

perpendicular velocity spread; corresponding to the upper left panels of Figs. 1, 3, and 4.

Right: From a PIC simulation in which the minority energetic protons are initialised using a

spherical shell velocity distribution with no velocity spread; corresponding to the upper left

panels of Figs. 2, 5, and 6. The colour bar indicates the log10 of the spectral density of

∆Bz. The vertical axes are normalised to the minority proton gyroperiod τcp = 2π/ωcp, and

extended to 40τcp (left) and 70τcp (right). The horizontal axes are normalised to ωcp divided

by the Alfvén speed VA.
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Figure 9: Time evolution of the energy density of the oscillating magnetic field component

∆Bz that is localised in wavenumber space close to values normalised with respect to ωc/VA
that are indicated in the box in the top left of the figure. These traces are derived from

the information displayed in the left panel of panel of Fig. 8, for a PIC simulation in

which the minority energetic protons are initialised with a ring-beam distribution that has

no perpendicular velocity spread. A moving average has been applied in time, so as to smooth

out the field oscillations that are visible in the green trace in the corresponding top left panel

of Fig. 1. The two left-most modes are linearly unstable and grow from the start of the

simulation. They reach a saturation energy (not shown) around two orders of magnitude

higher than that of the two right-most modes, which begin to grow at t ≈ 15τcp, long after the

two left-most modes have exponentiated. Thus t ≈ 15τcp demarcates the start of the nonlinear

phase of the simulation, during which the two right-most modes are driven by nonlinear wave

interactions, see Section 4.2.
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4.2. Bicoherence analysis of nonlinear wave coupling

We now quantify the extent and consequences of nonlinear wave-wave coupling. The

best numerical measure of this is obtained from the simulation outputs by bispectral

analysis [68, 69, 70, 71, 72] thereof; for a brief account, see Appendix D. The bicoherence

bc, see Eq.(D.2), is bounded between 0 and 1 and measures the fraction of the Fourier

power of a signal that is due to nonlinear (specifically, quadratic) interactions between

three waves that satisfy the frequency and wavenumber matching criteria: f3 = f1 + f2
and k3 = k1+k2. Bispectral analysis has been successfully applied to ICE data and MCI

simulations [38, 52], and to other experimental plasma measurements [73, 74, 75, 50].

The squared bicoherence b2c (k1, k2) is plotted in Fig. 10 for the six MCI simulations

previously considered in Figs. 1, 3, and 4, in which the minority protons are initialised

with a ring-beam velocity distribution. It is a function of wavenumber, which, for the

strongest modes, maps directly to frequency. Shading indicates the intrinsic strength of

nonlinear coupling, 1 (dark red) being completely coupled and 0 (dark blue) completely

uncoupled. In each plot, b2c is calculated over the full 40τcp duration of simulation data;

the time integration window of each successive Fourier transform is 1.25τcp, and the

overlap of successive Fourier transforms is 0.25τcp. The number of independent samples

is thus 32, implying a significance level of b2c ∼ 0.177; as we shall show, this is far lower

than the coupling strength of the modes of interest. For brevity, in the following we

refer to frequencies by their proton cyclotron harmonic number l, e.g. ω = 4ωcp becomes

l = 4. Similarly for the wavenumbers, e.g. “k = 4.35” refers to k = 4.35ωcp/VA. We

shall refer to parent modes using the subscripts 1 and 2, and child modes using the

subscript 3, as in Appendix D.

All six panels of Fig. 10 display multiple regions of strong nonlinear wave-wave

coupling. In general, the strength of this coupling decreases as vT⊥ increases, which is

in part due to the shorter duration of the nonlinear re-energisation stage of the sim-

ulation. In each panel a mode at (k1, l1) ≈ (4.35, 4) interacts strongly with all other

modes, and the strength of this interaction decreases rapidly with increasing vT⊥. This

mode interacts strongly with itself, and is the origin of the (k3, l3) ≈ (8.7, 8) mode; in

principle, this mode can also couple to other modes. Figure 10 shows that the strength

of coupling between the (k, l) ≈ (8.7, 8) mode and other modes drops off rapidly as vT⊥
increases beyond 0.1v0⊥. The strength of the phase coupling between the (5.9, 5) mode

and other modes (which can be seen by following vertical and horizontal straight lines

from k2 = 5.9) is weak at low vT⊥. It greatly increases as vT⊥ increases, and this mode

becomes linearly unstable, as seen in the top left panel of Fig. 7. The same is true of

the (10.5, 7) mode, see Figs. 7 and 4.

We can further characterise of nonlinear interactions in these six ring-beam sim-

ulations by examining the summed bicoherence Σb2c as a function of k3 = k1 + k2.

That is, we sum over all values of b2c (k1, k2) for all combinations of (k1, k2) for which
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k = k3 = k1 + k2, and plot the results as a function of k3. This is plotted in Fig. 11 for

each ring-beam simulation. The vertical axis sums all the squared bicoherence contribu-

tions from modes k1 and k2 which add vectorially to produce modes with k3 = k1 + k2.

If a wave k = k3 has a large value of Σb2c , then there are usually multiple combinations

of k1 and k2 with large values of b2c that could contribute to the formation of a wave

at k3, given wave power at k1 and k2. In Fig. 11, combinations of k1 and k2 such that

b2c < 0.8 are not included in the sum, meaning only modes with the strongest nonlinear

couplings are considered.

Considering, for example, the vT⊥ = 0 panel of Fig. 11, we see spikes at

k3 ≈ 8.7, 12.2, 13.1, 15.6, and 18.7. The k3 ≈ 8.7 spike is the nonlinearly driven

mode which contributes to the l = 8 proton cyclotron harmonic, and is present in all

panels apart from vT⊥ = 0.3v0⊥. The large spike at k3 ≈ 12.2 corresponds to a mode vis-

ible in the left panel of Fig. 8, and its parent modes can be identified as (k1, l1) ≈ (7.8, 6)

and (k2, l2) ≈ (4.35, 4). Interestingly, this k3 ≈ 12.2 mode corresponds to two distinct

waves, one at l3 = l1 + l2 = 6 + 4 = 10, and the other at l3 = l1 − l2 = 6 − 4 = 2, the

latter can be seen in the top left panel of Fig. 3. The frequency of the l3 = 10 mode

exceeds the lower hybrid frequency ωLH ≈ 9ωcp, and hence lies in a region where the lin-

ear dispersion relation implies evanescence [52, 76, 77]. Figure 12 shows that ring-beam

simulations with finite vT⊥ generate similar nonlinearly driven modes in the evanescent

region, whose number decreases as vT⊥ increases, reflecting the decreasing strength of

nonlinear coupling. Considering the top left panel, only the cyclotron harmonics l = 10

and l = 12 are above the noise level ∼ 4 in our units, which is deduced from Fig.

4. The l = 10 peak is more than two orders of magnitude above the noise level, and

is of comparable magnitude to the linearly unstable peak at l = 7 in the same simula-

tion. This l = 10 mode persists in the simulations with vT⊥ > 0, albeit to a lesser degree.

Finally, we note that the nonlinearly driven (k3, l3) ≈ (15.6, 8) mode in the vT⊥ = 0

simulation probably owes its existence to the (k1, l1) ≈ (12.2, 10) and (k2, l2) ≈ (3.4, 2)

modes (l3 = 10−2 = 8), which are themselves nonlinearly driven. The (k2, l2) ≈ (3.4, 2)

mode appears in the top left panel of Fig. 3, and in wavevector space is just

distinguishable from the linearly unstable (k, l) ≈ (3.3, 3) mode. Looking closely in

this region of the left panel of Fig. 8, there is a mode evolving during the nonlinear

stage of the simulation which is immediately adjacent to the linearly unstable mode at

(k, l) ≈ (3.3, 3). This is a clear example of two nonlinearly driven modes interacting

with each other to produce a further nonlinearly driven mode which is in the range of

frequencies which are more easily detectable in experiment.

The squared bicoherence for six MCI simulations in which the minority protons were

initialised with a spherical shell distribution is shown in Fig. 13. The plots in Fig.13

were computed using longer time series than their ring-beam counterparts. This results

in a lower minimum significance level for these simulations, b2c & 0.13. For vT ≤ 0.2v0,

the (k, l) ≈ (4.35, 4) mode is strongly coupled to other modes in the simulation, with the
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Figure 10: The square of the bicoherence b2c (defined by Eq. D.2) of the oscillatory part of

the Bz field component as a function of normalised wavenumber k from six PIC simulations in

which the minority energetic protons are initialised using ring-beam velocity distributions

with varying perpendicular velocity spreads. The spread vT⊥ as a fraction of the initial

perpendicular velocity v0⊥ is shown at the top of each panel. The colour scale indicates

intrinsic nonlinear coupling between waves with wave numbers k1 and k2, which takes values

between 0 and 1. In each plot, b2c is calculated over the full 40τcp duration of the simulation; the

width of each successive Fourier transform is 1.25τcp; and the overlap of each successive Fourier

transform is 0.25τcp. The number of independent samples is thus 32, giving a significance level

of b2c & 0.177.

vT = 0 simulation having by far the weakest (but still statistically significant) coupling.

Simulations with vT > 0.2v0 do not exhibit strong coupling of the (k, l) ≈ (4.35, 4)

mode, probably because of their characteristically different nonlinear stage, see panels

vT = 0.25v0 and vT = 0.3v0 of Fig. 2. As vT increases, the (k, l) ≈ (5.8, 5) mode

becomes more strongly coupled to other modes, following a similar pattern to the ring-

beam simulations. Both the ring-beam and shell simulations exhibit a strong nonlinearly

driven (k, l) ≈ (8.7, 8) mode which does not lie along the magnetoacoustic dispersion

branch. Figure 14 shares similar properties with Fig. 11, there is again evidence of mode

couplings which are able to produce modes in the high k, and hence high frequency,

region. Unlike the ring-beam simulation, no strong modes above the noise level are
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Figure 11: The sum of the square of the bicoherence b2c as a function of normalised

wavenumber k3 from six PIC simulations in which the minority energetic protons are initialised

using ring-beam velocity distributions with varying perpendicular velocity spreads. The spread

vT⊥ as a fraction of the initial perpendicular velocity v0⊥ is shown at the top of each panel.

The sum is calculated from corresponding data shown in Fig. 10, and k3 = k1 + k2 is the

child mode resulting from strong linear coupling between two parent modes k1 and k2. Only

combinations of k1 and k2 yielding a value of b2c ≥ 0.8 (see Fig. 10) are included in the sum. A

large value of Σb2c indicates that a child mode in the vicinity of k3 arises from strong nonlinear

coupling between multiple distinct parent modes k1 and k2.

observed above the lower hybrid frequency, probably because the intensity of the parent

modes is significantly less than that of their ring-beam counterparts.
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Figure 12: As Fig. 4, except only the region with frequency ω greater than the lower

hybrid frequency ωLH is shown. In each panel, the peaks differ in height, suggesting that

some of the more intense spectral peaks, e.g. ω = 10ωcp in the top left panel, owe their

existence to the strong nonlinear wave-wave interactions shown in Figs. 10 and 11. This mode

in particular, which is driven entirely by nonlinear wave-wave interactions, has a spectral

intensity of comparable magnitude to some of the linearly driven modes shown in Fig. 4.

Thus this mode, and others like it in this a priori evanescent region of the frequency domain,

have an existential dependence on the minority energetic proton population relaxing under the

MCI, which goes beyond that of the linearly excited normal modes of the system that have

ω < ωLH ' 9ωcp.
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Figure 13: The square of the bicoherence b2c (defined by Eq. D.2) of the oscillatory part of

the Bz field component as a function of normalised wavenumber k from six PIC simulations in

which the minority energetic protons are initialised using spherical shell velocity distributions

with varying velocity spreads. The spread vT as a fraction of the initial velocity v0 is shown

at the top of each panel. In each plot, b2c is calculated using time series spanning the duration

displayed in the corresponding panels shown in Fig. 2. For instance, the bicoherence shown

in the top left panel is calculated using time-series up to t = 73τcp, the bicoherence shown

in the top middle is calculated using time-series up to t = 80τcp, and so on. The minimum

significance level is thus b2c & 0.13. The strength of coupling in the simulation with vT = 0

shown in the top left panel is significantly less than the rest of the simulations.
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Figure 14: The sum of the square of the bicoherence b2 as a function of normalised

wavenumber k3 from six PIC simulations in which the minority energetic protons are initialised

using spherical shell velocity distributions with varying velocity spreads. The spread vT as a

fraction of the initial perpendicular velocity v0 is shown at the top of each panel. The sum

is calculated from corresponding data shown in Fig. 13, and k3 = k1 + k2 is the child mode

resulting from strong linear coupling between two parent modes k1 and k2. For the upper left

panel, which corresponds to a simulation with vT = 0.0v0, only combinations of k1 and k2
yielding a value of b2c ≥ 0.4 (see Fig. 13) are included in the sum. For the rest of the panels,

that is the simulations with finite velocity spread, only combinations of k1 and k2 yielding a

value of b2c ≥ 0.6 are included in the sum.
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5. Conclusions

Motivated by recent observations of transient ICE from fusion-born ions in the core

plasma of AUG [3, 4] and DIII-D [1, 2], we have reported here the first PIC computa-

tions of the collective relaxation of a minority energetic proton population represented

by an isotropic spherical shell distribution that has finite width in velocity space. These

first principles computations self-consistently solve the Maxwell-Lorentz equations for

the full gyro-orbit dynamics of kinetic thermal ion, energetic ion, and electron pop-

ulations. They progress deep into the nonlinear regime of the dominant instability,

which is identifiable as the MCI. Fourier transforms of the fields excited in the plasma

by the relaxing ions constitute our simulated ICE spectra. This choice of minority

ion distribution function is significantly different from the delta-functions used in Refs.

[11, 38, 39, 41, 42, 44, 56, 53, 51, 52]. It provides an alternative limit for the model dis-

tribution function of fusion-born ions during the onset and early rise of fusion reactivity

in the core of future larger tokamak plasmas. Aspects of the resulting MCI physics may

be reflected in measurements of ICE from contemporary medium-size tokamak plasmas,

where prompt loss plays a substantial role [26, 27, 55], prior to the domination of colli-

sional effects. We have analysed six simulations under these conditions, using a different

initial velocity spread in each one, as well as six comparison simulations in which the

minority protons were initialised using ring-beam distribution functions with different

perpendicular velocity spreads.

We find that the MCI is excited in all cases, and the simulation outcomes reflect

the fact that the perpendicular component of energetic ion velocity drives the MCI. A

corollary is that energetic ions with high parallel velocities, which are included in the

shell, but not in the ring-beam model, are effectively inert. They play a very minor role

in the MCI physics of perpendicular propagating waves, while consuming computational

resources. Spherical shell simulations take longer to reach MCI saturation than their

ring beam counterparts, and give rise to about ten times less energy transfer from the

minority ions to the bulk plasma and electromagnetic fields. This reflects the fact that

MCI drive is strongest for larger values of v⊥/vA ≥ 1 [44] and the perpendicular com-

ponent of the minority energetic proton velocity is smaller, on average, in the spherical

shell simulations than it is in the ring-beam simulations. The energetic proton popu-

lations in both sets of simulations have the same initial total energy. In general, the

time to MCI saturation increases with the velocity spread, in both the spherical shell

and ring-beam simulations. However, at thermal spreads vT ≥ 0.2v0, the spherical shell

simulations exhibit the same linear saturation time of approximately 80 proton gyro-

periods. The energy in the excited fields at saturation decreases as the shell spread vT
increases, and the remainder of the free energy in the minority ion distribution is then

transferred approximately monotonically to the bulk deuterons.

The spectral structure of the simulated ICE in all PIC computations is qualitatively
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similar. The intensity of ICE in the ring-beam simulations is sometimes two orders of

magnitude greater than in the spherical shell simulations, owing to the increased energy

transfer from the minority protons to the fields. In both cases, increasing the velocity

spread leads to the most spectrally intense mode gradually shifting from the fourth

proton cyclotron harmonic, to the fifth, and finally to the sixth. This suggests that by

observing the mode structure in experiments, one may be able to deduce the spread in

velocity space of the minority ion distribution. The early time growth rates of modes in

all twelve simulations were found to closely resemble the numerically computed analyt-

ical linear growth rates, which were calculated using a first principles kinetic dispersion

solver [66].

Nonlinear wave-wave coupling was found to play an important role in determin-

ing the spectral structure of the simulated ICE. While there are many more wave-wave

interactions in the ring-beam simulations than in the spherical shell simulations, the

strongest nonlinearly driven modes of practical interest - i.e., those that contribute sig-

nificantly to the ICE signal - are present in both sets of simulations. In particular, both

sets of simulations exhibit a strong nonlinearly driven (k, l) ≈ (8.7, 8) mode which does

not lie along the magnetoacoustic dispersion branch, and in the case of the ring-beam

simulation with zero velocity spread, contributes to approximately half of the total in-

tensity of the eighth proton cyclotron harmonic. Other nonlinear couplings gave rise to

modes above the lower hybrid frequency ωLH , where linear perpendicular-propagating

modes are evanescent. In the ring-beam simulations, some of these modes have intensi-

ties comparable to low intensity linearly unstable modes. In the vT⊥ = 0.0v0⊥ ring-beam

simulation, it appears that one of these modes at (k, l) = (12.2, 10) couples to another

nonlinearly driven mode at (k, l) ≈ (3.3, 2), providing a second source of energy to the

eighth proton cyclotron harmonic, which is thus entirely driven by nonlinear interac-

tions. Finally, we identified an instance in which a succession of nonlinear interactions

produces a mode which contributes to the secondary drive of the linearly unstable l = 3

cyclotron harmonic, whilst being a distinct location in wavevector space. This demon-

strates how indispensable the nonlinear physics is, when simulating ICE spectra and

interpreting experimental observations. The key to identifying mode couplings is to

fulfil the wavenumber matching criterion, followed by the frequency matching crite-

rion. These two requirements suggest that an experimental effort to detect both the

perpendicular wavenumber and high frequency ion cyclotron harmonics would improve

understanding of the measured ICE frequency spectrum, and hence the character of the

energetic ion distribution function which drives it.

The similarities between the outputs of both sets of simulations, shell and ring-

beam, are substantial. These include: the dependence of time-evolving energy densities

on velocity spread; the linearly excited mode structure; and the nonlinear phenomena.

We infer that a ring-beam velocity distribution for the minority energetic ions serves

as a close approximation to an isotropic spherical shell distribution, provided that the
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velocity spread is not too large. From a resource perspective this is crucial. Both sets

of simulations reported here used large numbers of computational particles and ran

for a long time, in order to generate high quality spectra. The ring-beam simulations

reported here are around half as computationally demanding as their spherical shell

counterparts, because they take half as long to reach linear saturation. Furthermore,

the intensity of the ICE harmonic peaks in the ring-beam simulations is much higher

than in the spherical shell simulations. We conclude that in future simulations for

core ICE interpretation, ring-beam distributions may provide an acceptable proxy for

shell distributions, while using significantly fewer computational particles and still

maintaining a satisfactory signal-to-noise ratio. The diagnostics with which to measure

core ICE in tokamaks are becoming more widespread, and the computing resources with

which to simulate it are becoming increasingly sophisticated. It will soon be feasible

for PIC simulations of the MCI to provide a new level of interpretation capability for

the characteristics of energetic ion velocity distributions in relation to measured ICE

spectra. The relatively inexpensive ring-beam simulations offer a way to realise this, in

contexts where a shell distribution may actually be more realistic.
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Appendix A. Particle-in-cell approach

Particle-in-cell (PIC) codes [78] self-consistently evolve the relativistic full gyro-orbit

dynamics of very large numbers of charged particles, together with the spatially and

temporally evolving self-consistent electric and magnetic fields, which are governed

by the full set of Maxewell’s equations. Coupling between particles and fields occurs

through the relativistic Lorentz force law, Gauss’ law, and Maxwell’s generalisation of

Ampère’s law. The full system of equations solved by the PIC code is

∇× E = −∂B
∂t
, (A.1)

∇×B = µ0

(
J + ε0

∂E

∂t

)
, (A.2)

dpi

dt
= qi (E + vi ×B) . (A.3)
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Here E,B, and J are the electric field, magnetic field, and current density; ρ is the

charge density; and vi,pi, and qi denote the velocity and momentum vectors and charge

of the ith particle in the simulation. The electric and magnetic fields are evolved on

a grid using a finite difference scheme, and the “Boris” [78] scheme is used to evolve

the relativistic particle trajectories. The current density in Eq. A.2 is obtained by

using the Esirkepov generalisation of the Villasenor and Buneman scheme [79, 80]. The

advantage of this scheme is that both Gauss’s law and the no monopoles condition are

automatically satisfied. In the work presented in this paper we use the EPOCH [40] PIC

code. This is second order accurate, relativistically correct, and fully MPI parallelised.

EPOCH has been successfully applied to a range of magnetic confinement fusion (MCF)

relevant plasma physics problems [41, 51, 52, 39, 53, 81, 82, 83, 84, 85, 86].

Appendix B. Finding roots of the kinetic linear dispersion relation using a

numerical approach

The linear dispersive properties of electric and magnetic waves in plasma may be

computed by solving the wave equation:

c2

ω2

(
k⊗ k− k21

)
+ ε = 0, (B.1)

where k⊗ k denotes the outer product between two wavevectors, ω is the frequency of

the wave and 1 is the unit dyadic. Following Stix [87], in the non-relativistic regime the

dielectric tensor for a gyrotropic homogeneous magnetized plasma is given by

ε = 1 +
∑
s

ω2
ps

ωΩcs

∞∑
n=−∞

∫ ∞
−∞

∫ ∞
0

2πΩcsv⊥dv⊥dv‖
ω − k‖v‖ − nΩcs

Sn, (B.2)

where Ωcs is the cyclotron frequency, and ωps is the plasma frequency of charged particle

species s. The tensor component is described by the definitions:

Sn =

 n2J2
nv⊥U/z

2 inJnJ
′
nv⊥U/z nJ2

nv⊥U/z

−inJnJ ′nv⊥U/z (J ′n)2v⊥U −iJnJ ′nv‖U
nJ2

nv⊥U/z iJnJ
′
nv‖U J2

nv‖W

 , (B.3)

U =
∂f

∂v⊥
+
k‖
ω

(
v⊥

∂f

∂v‖
− v‖

∂f

∂v⊥

)
, (B.4)

W =

(
1− nΩcs

ω

)
∂f

∂v‖
+
nΩcsv‖
ωv⊥

∂f

∂v⊥
. (B.5)

Here, Jn denotes the nth Bessel function of the first kind, J
′
n denotes its derivative,

and both take the argument z = k⊥v⊥/Ωcs. Equation B.1 may then be solved to cal-

culate the dispersion relation between the complex frequency and wavevector for given

multi-species particle distribution functions fs(v‖, v⊥).
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In this manuscript we have used a numerical root finding code to compute the ki-

netic dispersion relation [66, 67], allowing us to efficiently calculate the linear growth

rates of the MCI. This code efficiently solves Eq. B.1 for ω by computing the integrals

in Eq. B.2, for an arbitrary number of plasma species, each represented by arbitrary

gyrotropic particle distributions sampled on Cartesian grids. In the results presented in

this manuscript, the thermal plasma species were represented by Maxwellian distribution

functions, while the minority energetic ions were represented using either a ring-beam or

spherical shell distribution function. Roots of Eq. B.1 are obtained convergently using

the Nelder-Mead simplex method for gradient descent, and by repeatedly evaluating

the determinant of the matrix defined by the left hand side of this equation. Similar

methodology has previously been used by Hellinger et al. to study the oblique electron

firehose instability [88], and similar non-relativistic [89] and fully relativistic [90] disper-

sion relation solving codes have recently been published.

Appendix C. Solutions of the 1993 analytical linear theory

Figure C1 shows the analytical linear growth rates γ of the MCI (see Eq. 31 of Ref.

[27]) due to the relaxation of minority energetic protons represented using a spherical

shell distribution. The trend of decreasing γ with increasing vT is consistent with the

lower panels of Fig. 7; however, the peak growth rate is located at higher harmonic

number. This is because, in order to remain within the limits of analytical tractability,

Eq. 31 of Ref. [27] approximates the MCI dispersion relation as ω ≈ k⊥vA; which is no

longer valid as ω → ωLH . Growth rates for distributions with vT > 0.235 are zero, and

are not shown here. There is a discontinuity in the analytical expression at vT = 0, so

instead we calculate the growth rates for vT = 0.01v0.
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Figure C1: Contour plot displaying the linear growth rates of the MCI as a function

of velocity spread vT and proton cyclotron harmonic number. The minority protons are

represented using a spherical shell distribution and the growth rate, calculated according to

Eq. 31 of Ref. [27], is normalised to the proton cyclotron frequency ωcp. This analytically

calculated growth rate is maximum around the sixth proton cyclotron harmonic and decreases

as the shell thickness increases. Comparator plots are in the bottom pair of panels of Fig. 7,

for numerical root-finder (left) and direct PIC simulations (right).
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Appendix D. Bispectrum and bicoherence

There is extensive literature which describes higher order spectral techniques including

bispectral analysis. For general information we refer to Refs. [68, 69, 71, 72]; and for

plasma-specific applications, for example, Refs. [73, 74, 75, 50, 72]. An early account

of the application of higher order spectral techniques to plasma physics is given in Ref.

[70].

Any three waves interacting nonlinearly must satisfy, to good approximation, the

frequency and wavenumber matching conditions:

f3 = f1 + f2 k3 = k1 + k2.

To measure the amount of phase coherence between three modes that obey the above

resonance conditions, one can compute the bispectrum as follows. Defining F (f1) as

the complex Fourier transform of a quantity (for instance an electromagnetic field

component) at frequency f = f1, and F ∗(f1) as its conjugate, the bispectrum is defined

as:

b2s (f1, f2) =| 〈F (f1)F (f2)F
∗ (f1 + f2)〉 |2, (D.1)

where the brackets 〈·〉 denote averaging over time.

One can normalise the bispectrum to obtain the bicoherence. This can be done in

several ways [68, 91], one of which is to use Schwartz’s inequality:

b2c (f1, f2) =
| 〈F (f1)F (f2)F

∗ (f1 + f2)〉 |2

〈| F (f1)F (f2) |2〉〈| F ∗ (f1 + f2) |2〉
, (D.2)

which ensures b2c ≤ 1. Thus the bicoherence is a measure of the intrinsic strength of wave-

wave coupling, whereas the bispectrum measures the operational strength of nonlinear

coupling given the wave amplitudes. The number of independent Fourier transforms M ,

must be large enough so that the value of the bicoherence bc is statistically significant.

For significant coupling the variance of b2c is given by [70]

V ar
(
b2c
)
' b2c
M

(
1− b2c

)
. (D.3)

Therefore if bc > 1/
√
M , we have a statistically significant result. All bicoherence

dependant conclusions in this manuscript satisfy this condition.
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