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Abstract. Molybdenum is a potential material for future nuclear fusion
experiments and power plants. It has good thermo-mechanical properties
and can be readily fabricated, making it attractive as an alternative material
to tungsten (the current leading candidate) for high neutron flux and high
thermal load regions of fusion devices. Unfortunately, exposure to those fusion
neutrons is predicted to cause significant long-term radioactivity in elemental Mo,
which would be a problem during maintenance and decommissioning operations.
Simulation predictions indicate that Mo activation could be reduced by isotopic
adjustment (biasing). If these predictions are proven, then Mo could be used in
future demonstration and commercial reactors without significantly increasing the
amount of long-term, higher-level radioactive waste.

Transmutation (inventory) simulations used to predict activation rely on
nuclear reaction data. The quality of these data impact on the confidence
and uncertainty associated with predictions. Recently, UKAEA has developed
benchmarks to test and validate the FISPACT-II inventory code and the input
nuclear data libraries. Verification of molybdenum inventory simulations is
performed against experimental decay-heat measurements from JAEA’s fusion
neutron source (FNS) facility and using new data acquired from γ-spectroscopy
measurements of Mo irradiated in the ASP 14 MeV facility in the UK.

Results demonstrate that FISPACT-II predictions (with TENDL libraries)
for Mo are accurate for activity generated from the shorter-lived radionuclides
explored by these laboratory experiments. However, these kinds of experiments
are limited in their coverage of the important radionuclides and decay timescales,
and thus further experiments with fusion relevant operational scenarios and
alternative measurement techniques are still needed.

Keywords: Molybdenum, fusion environment, experimental validation,
nuclear reactions, 14 MeV neutrons, isotopic tailoring
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1. Introduction: Molybdenum as a fusion material

Molybdenum (Mo) is often proposed as an alternative material for the high neutron
flux and high thermal load regions – the plasma-facing components (PFCs) – of nuclear
fusion devices [1, 2]. While tungsten (W) is the main candidate [3, 4], difficulties
with fabrication and issues surrounding irradiation-induced embrittlement [3] lead to
continued interest in alternatives, such as Mo. Mo exhibits similarly low sputtering
yields [1] and equivalent thermal-mechanical properties to tungsten (including
similar thermal conductivity – around 140 and 170 W m−1 K−1 for Mo and W,
respectively), while being potentially easier to fabricate (at room temperature) into
fusion components [5, 6].

Aside from a straight replacement for W, Mo is also an ideal candidate as an
interlayer between W and a substrate such as carbon (C) – for example in the first
wall armour tiles of the divertor [7, 8] – because it has a good match with the thermal
expansion coefficients of both W and C [6]. Mo and its alloys, particularly with
rhenium (Re), also have a high strength and resistance to radiation swelling [9], and
were once widely considered for the heat-sink of early divertor concepts for ITER
(for example, see [9, 10]). However, a key drawback for Mo as a fusion material
concerns its induced radioactivity (and dose [2]) under neutron irradiation, which
would likely prevent its widespread use (in its natural abundance isotopic form) due
to the additional challenges associated with disposal of fusion waste and the associated
maintenance of highly activated components.

1.1. Activation in EU-DEMO

For tungsten, the predicted radiological response is not too severe at long decay
(cooling) times, although impurities introduced during the manufacture of industrial
W, such as cobalt (Co) and potassium (K) at concentrations of around 0.001 weight
% [11], could create a waste problem [12]. At short times (weeks, months, or even
several years), W-based components of a fusion reactor (particularly the divertor)
will require active cooling even after operation as significant residual decay heat
will be generated by β-emitting radionuclides: 185W (T1/2 ≈ 75 days) and 187W
(∼ 24 hours) [13, 11].

Conversely, short-term activity is less of an issue for Mo; decay-heat and activity
from Mo is predicted to be lower than in W after a typical fusion first wall exposure
and around two-orders of magnitude lower after a year [14], which is confirmed by the
calculations below (see Figure 1). However, at longer timescales – decades and beyond
– several problematic radionuclides are predicted to remain in naturally occurring Mo
at levels sufficient to exceed regulatory limits for low-level waste (LLW) disposal. This
makes it difficult to justify pure Mo for fusion applications where the goal is to avoid
the generation of higher-level waste requiring long-term deep geological disposal [12].

For example, if Mo were used instead of W for divertor PFCs (armour), or in the
tritium-breeder-blanket first-wall armour, of the latest design concepts for a European
demonstration power plant (DEMO) then, after typical operating scenarios for that
device, “natural” Mo is predicted to exceed the 12 MBq kg−1 β+γ emissions limit [15]
for disposal in the UK’s low-level, near-surface waste repositories for more than 1000
years. Here natural refers to Mo composed of its stable isotopes in their naturally
occurring concentrations (92Mo: 14.65%, 94Mo: 9.19%, 95Mo: 15.87%, 96Mo: 16.67%,
97Mo: 9.58%, 98Mo: 24.29%, 100Mo: 9.74%). This prediction is based on the results
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in figure 1(a), which shows the time-evolution in activation of irradiated Mo after the
expected operational lifetime of divertor and blanket components in DEMO.
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Figure 1. Colour online. Simulation results for predicted post-operation activity
of Mo and W (both with naturally occurring isotopic abundances) after typical
fusion DEMO reactor exposures in the first wall (FW) of the blanket and in the
armour tiles of the divertor. The post-operation activity in Bq/kg (a) and γ dose-
rate at 1 m in Sv/h (b) is shown as a function of time for natural Mo and W after
typical component lifetimes. See the main text for details.

For this calculation, neutron flux-energy spectra were computed using Monte
Carlo neutron-transport simulations (with MCNP [16]) for the 2015 DEMO
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baseline [17] design with a Helium-Cooled tritium breeding blanket made from a
Pebble-Bed of beryllium and lithium-orthosilicate (abbreviated as HCPB; see [18]
for details). Figure 2 shows the neutron flux spectra obtained from those calculations
for the two reactor locations considered here. Note that W was the armour material
in these MCNP simulations; the spectra have the deep flux depressions associated the
giant neutron-capture resonances of W in the 1-100 eV energy range – a phenomenon
known as self-shielding [19, 20] .

It is always advisable to perform neutron-transport simulations with the correct
material compositions in the geometry. However, for the purposes of the present
work, where the focus is on a comparison of the radiological response of W and Mo,
MCNP simulations have not been repeated with Mo as the armour material. For
the thin armour layers where these spectra were recorded (2 and 5 mm thick for the
armour of the blanket first wall and divertor, respectively), the main influence on the
spectral shape and total flux comes from the bulk materials behind them: structural
steels, coolant, and function materials. Previous work (the activity analysis associated
with [20]) demonstrated that, while subtle changes in the neutron spectrum caused by
material variation can have significant impact on transmutation (composition change),
the effect on activity is less profound and certainly not significant compared to the
logarithmic variations shown in figure 1.

The two neutron spectra (one for the blanket and one for the divertor) were
used in calculations performed with the FISPACT-II [21] inventory code; an inventory
code predicts the time evolution of material compositions (from which the radiological
response can be derived) using numerical solutions to the set of differential equations
governing the rate-of-change of each nuclide in the system due to neutron irradiation
and decay [21]. FISPACT-II was used with TENDL-2017 [22] nuclear data to predict
the material response to either ∼5 years (for the divertor outboard target armour) or
∼15 years (outboard equatorial blanket first wall armour) of pulsed operation; these
are typical scenarios planned for DEMO, where the divertor is expected to be replaced
every 5 years and the second phase of DEMO will use as single blanket for its entire
15-year campaign [11, 23]. Subsequently, FISPACT-II time-evolution was continued
to track the post-operational decay activity and γ dose-rate. Note that corrections
for the capture-resonances, via probability tables, were included in the simulations for
both Mo and W – see [20, 21] for details.

Figure 1(a) includes equivalent results for natural W in the two reactor regions
considered and the difference compared to Mo is dramatic; W comfortably meets the
UK β+γ-activity limit for LLW (shown in the plot as a horizontal line) in both the
divertor and blanket armour cases on a reasonable 30-100 year timescale, while Mo
exceeds it by several orders of magnitude even after 1000 years. Note that UK-LLW
also has an α limit, but this is not relevant here as neither Mo or W produce α-emitting
radionuclides under neutron irradiation.

Similarly, the γ dose-rate from Mo is predicted to be many orders of magnitude
higher than that from W from 10-years after the operational life of blanket and
divertor components in DEMO. Figure 1(b) charts the time-evolution in γ dose-
rate, in units of Sv/h, from an idealised 1 g “point source” of either Mo or W –
this approximation of dose calculated by FISPACT-II is more conservative (lower)
than the alternative, default “contact” dose approximation and is more relevant for
radiation workers working in a nuclear environment and wearing protective clothing
(a full γ-transport simulation is required for a more reliable prediction of γ-dose, see
for example [25]). The UK’s Health and Safety Executive (HSE) recommends, based
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Figure 2. Colour online. Simulated neutron spectra for the two different
DEMO reactor locations discussed in the main text, as well as for the conditions
experienced by the thin, 25×25 mm2 Mo samples in the FNS experiments, and
the ASP spectrum calculated in [24] and used to irradiate Mo foils. See the main
text for details.

on the UK’s regulations for ionising radiation [26], a limit of 7.5 µSv/h (shown in the
plot as a horizontal dashed line) for areas where workers will be exposed to ionising
radiation [27]. While W, meets this limit within a year of post-operation cooling, the
results show that Mo might pose a problem – while the dose-rate predictions for Mo
in the divertor falls below the limit with a year, the dose-rate from Mo in the armour
of the blanket remains above it for 100s of years. Even the divertor result remains
close to this limit (and thus still potentially presenting a handling and maintenance
problem, especially if manufacturing impurities were taken into account [12]), while
the dose-rate from W is predicted to fall below 1 nSv/h within 10 years.

1.2. Radioisotope contributions to Mo activity

Figure 3 illustrates the reasons behind the long-term high activity (and γ dose) in
Mo; it shows the time-evolution after operation in individual activity (and γ dose)
contributions from the different radionuclides (or radioisotopes) produced in Mo
during the FISPACT-II simulation of 5-years in a divertor armour tile. The absolute
activities (figure 3(a)) show that five radionuclides are each produced in sufficient
quantities for their respective absolute activities to exceed the UK-LLW – four with
half-lives of more than 500 years and a fifth, 93mNb, with a relatively short half-
life, but whose concentration is in secular equilibrium with the long-lived 93Mo that
decays to it (see table 1), which is why their respective activities are identical. On the
other hand, although Mo is much closer to the limit than W (figure 1(b)), it does not
exceed the HSE γ-dose rate limit beyond around 1 year after operation (figure 3(c))
in these simulation, and thus neither do the dose contributions from those individual
radionuclides (or any other).

The highest activation (and dose) contribution at these long decay times comes
from 91Nb, which, in this simulation for the divertor armour, contributes between
60 and 80% of the activity (and dose) at all decay times greater than 2 years and



Experimental validation of Mo simulations 6

10
5

10
6

10
7

10
8

10
9

10
10

10
11

10
12

10
13

10
14

10
15

10
-2

10
-1

10
0

10
1

10
2

10
3

UK-LLW β+γ limit

Natural Mo, Divertor outboard target armour
A

c
ti
v
it
y
 (

B
q

/k
g

)

Time after operation (years)

total
99

Tc
93

Mo
93m

Nb
91

Nb
95

Zr

95
Nb

92m
Nb

91m
Nb

99m
Tc

99
Mo

94
Nb

(a)

0

20

40

60

80

100

10
-2

10
-1

10
0

10
1

10
2

10
3

%
 a

c
ti
v
it
y
 c

o
n
tr

ib
u
ti
o
n

Time after operation (years)

93
Mo

93m
Nb

91
Nb

95
Zr

95
Nb

92m
Nb

91m
Nb

99m
Tc

99
Mo

(b)

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-2

10
-1

10
0

10
1

10
2

10
3

HSE limit for workers

Natural Mo, Divertor outboard target armour

γ
-d

o
s
e
 r

a
te

 a
t 
1
 m

e
tr

e
 (

S
v
/h

)

Time after operation (years)

total
94

Nb
93m

Nb
93

Mo
91

Nb
95

Zr
89

Zr

95
Nb

89m
Y

91m
Nb

92m
Nb

99m
Tc

99
Mo

(c)

0

20

40

60

80

100

10
-2

10
-1

10
0

10
1

10
2

10
3

%
 γ

-d
o
s
e
 r

a
te

 c
o
n
tr

ib
u
ti
o
n

Time after operation (years)

93m
Nb

93
Mo

91
Nb

95
Zr

95
Nb

91m
Nb

92m
Nb

99m
Tc

99
Mo

(d)

Figure 3. Colour online. Radionuclide contribution curves to the activity and
γ-dose in Mo predicted after a ∼ 5-year exposure to the divertor armour spectra
(figure 2). (a) absolute activities, (b) % activity contributions, (c) absolute γ-dose
rates, and (d) % dose contributions. See the main text for details.

less than 1000 years (the limit of the simulations in this case) – as shown in by the %
activity (dose) contribution evolution curves (described in [28]) of the same simulation
in figure 3(b) (and 3(d) for dose).

The reaction pathways to produce these five nuclides from natural Mo and the
relative (%) production contribution of those pathways were automatically calculated
by FISPACT-II during the irradiation simulation (a unique feature of the code [21])
and these are shown in table 1. Pathways for three shorter-lived nuclides – 99mTc,
99Mo and 91mNb – that contribute at least 40% to the total activity during decay times
of less than 1 year (see figure 3(b)) are also included for reference (and are relevant
for the experimental validation discussed later). Comparing these reaction chains
to the isotopic abundance distribution of Mo (given earlier) we can see that not all
of Mo stable isotopes are involved in the production of these problem radionuclides.
In particular, neither 96Mo or 97Mo appear in the table at all, and, moreover, the
radionuclides with the three highest contributions to long-term activity in figure 3 –
93Mo, 93mNb and 91Nb – are produced almost entirely by reaction pathways from the
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two lightest stable isotopes of Mo; 92Mo and 94Mo.

Table 1. Table showing the primary generation pathways for the important
radionuclides generated in natural Mo during exposure to the operating conditions
expected for the outboard divertor armour of a typical DEMO concept. For each
nuclide, the % contribution for each path corresponds to the results computed by
FISPACT-II using TENDL-2017 nuclear data. Pathways here and in subsequent
tables were identified using the tree-search algorithm employed in FISPACT-II,
invoked via the UNCERT and LOOKAHEAD keywords – see [29] for more details.

Product T1/2 Pathways Path %

99mTc 6.0 hours
98Mo(n,γ)99Mo(β−)99mTc 55.4
100Mo(n,2n)99Mo(β−)99mTc 44.5

99Mo 2.7 days
98Mo(n,γ)99Mo 55.4
100Mo(n,2n)99Mo 44.5

91mNb 61 days 92Mo(n,np)91mNb 94.5

93mNb 16 years

94Mo(n,np)93mNb 68.2
94Mo(n,d)93mNb 21.3
94Mo(n,2n)93Mo(β+)93mNb 6.3

91Nb 680 years
92Mo(n,np)91Nb 84.9a
92Mo(n,2n)91Mo(β+)91Nb 14.2

93Mo 3500 years
92Mo(n,γ)93Mo 22.0
94Mo(n,2n)93Mo 77.5

94Nb 20000 years
94Mo(n,p)94Nb(β−)94Nb 75.3c
95Mo(n,np)94Nb 24.2c

99Tc 210000 years
98Mo(n,γ)99Mo(β−)99Tc 55.4b
100Mo(n,2n)99Mo(β−)99Tc 44.5b

aincludes contribution from the production (via the same path as the ground-state) and subsequent

decay of 91mNb.
bincludes contribution from the production and decay of 99mTc.
cincludes contribution from the production and decay of 94mNb, T1/2 = 6.3 minutes.

1.3. Activation of individual Mo isotopes

This observation – that only some of the stable Mo isotopes cause high activation in
Mo – is confirmed by the inventory simulation results of decay-activity and γ dose
in figure 4, where each Mo isotope has been separately exposed to the same DEMO
divertor scenario as natural Mo, whose decay curve is also shown in the plots (as
is natural W). As expected from the pathway analysis (table 1), 92Mo and 94Mo
generate even higher activity levels (figure 4(a)) at long decay times than natural Mo
because of the relative increase in production of the main problematic radionuclides
discussed above. Meanwhile, the activity from mono-isotopic Mo (the feasibility of this
is discussed below) composed of either 96Mo or 97Mo would actually satisfy UK-LLW
limits on the desirable sub-100-year timescale in this DEMO scenario. Simulations
for the remaining three isotopes (A=95,98,100) predict activities above the LLW limit
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beyond 1000 years, but their activities are still 1–2 orders of magnitude below 92Mo,
94Mo and hence natural Mo.
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Figure 4. Colour online. Simulation results Mo isotopes after a ∼ 5-year
exposure to the divertor armour spectra (figure 2). The post-operation activity
in Bq/kg (a) and γ dose-rate at 1 m in Sv/h (b) is shown as a function of time for
different stable isotopes of Mo that have been individually exposed to a lifetime
scenario for the outboard divertor target armour of DEMO (results for naturally
occurring Mo and W are also shown for comparison). See the main text for
details. Notice the slight increase in γ-dose rate in 97Mo from around 4 years
after operation, which is due to the feeding of 93mNb (T1/2=16 years) from the

decay of the long-lived 93Zr (T1/2 = 1.5 × 106 years).

The authors have previously [2] demonstrated a similar favourable result for 96Mo
or 97Mo from the perspective of contact γ-dose rate, which is confirmed by the present
predictions for γ dose at 1 m shown in figure 4(b) for the individual stable isotopes of
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Mo. As in [2], also note that 98Mo and 100Mo have relatively low γ dose-rate beyond
10-years of cooling because the main long-lived radionuclide produced in them, 99Tc
(see table 1) is a not a γ-emitter.

1.4. Isotopic tailoring of Mo: a solution for fusion?

The results above suggest a solution that could make Mo more viable for fusion
applications – instead of natural Mo, use Mo with an artificially adjusted (tailored)
distribution of stable isotopes, preferably dominated by 96Mo and 97Mo. A number
of different technological possibilities exist for isotopic enrichment; enrichment via
cascades in gas centrifuges [30], and via a free electron laser of CO2 [31] has been
explored for Mo, while electromagnetic separation [32, 33] is potentially a viable
approach to achieve high enrichment of the middle mass range of Mo isotopes (i.e.
the ones that would produce low activation Mo) and is the only viable method for
isotope separation of many elements, including rare-earth metals [32]. However, it is
recognised that the (likely) high cost of using several tonnes of isotopically enriched
Mo as a first wall material in a fusion reactor would have to be balanced against the
potential benefit – e.g. of having reduced economic and environmental costs for waste
disposal.

Alternatively, Mo with a modified isotope distribution could be useful to reduce
the activation of fusion alloys, such as the ferritic-martensitic steels needed for in-vessel
reactor components. For example, previous work [34] suggests that using tailored Mo
in EUROFER steel might be a reasonably economic solution to reduce maintenance
requirements and improve thermodynamic efficiency.

Mo is also touted as having potential applications as a structural material in fuel
elements to improve safety in future generations of fission power plants [30, 35]. In
this case, the barrier to realisation is the very high (thermal) capture cross section
for neutrons in natural Mo, which is obviously undesirable when trying to create a
sustained nuclear reaction. Once again, isotopic tailoring to reduce the problematic
isotopes (in this case mainly 95Mo, which has a capture cross section of 13.6 barns at
a neutron energy of 0.025 eV [35]) offers a possible solution.

Excessively high neutron capture cross sections could also be a problem for
fusion, although in that case, molybdenum’s potential application in fusion PFCs
would not be concerned with thermal neutron capture as such locations in a reactor
are overwhelmingly dominated by fast, 14 MeV neutrons (i.e. the neutron energies
generated as a result of the deuterium-tritium [DT] fusion reaction). However, it
could be a concern if Mo is used in significant concentrations in the tritium-breeding
zone, where the loss of neutrons in a material with a high absorption cross section
could impact on the TBR (tritium breeding ratio) [36]. This might impact more
severely breeding blanket concepts involving Li-Pb eutectic where satisfactory tritium
breeding rates are reliant on high 6Li enrichment (around 90% [11]). The 6Li(n,α)3H
cross section is particularly high at low neutron energies and competing capture

Notice that in the divertor simulations (figure 4(a)) activity levels of pure 96Mo or
97Mo are relatively (compared to the much higher activity from other pure isotopes)
close to the UK-LLW limit. Indeed, in the other case from figure 1(a), for the
blanket first wall armour, even for these two isotopes the generated long-term activity
(typically from longer reaction chains involving neutron multiplication, (n,2n) and/or
neutron capture reactions to the same radionuclides shown in table 1) would exceed
the LLW limit. Thus isotopic tailoring is unlikely to be a complete solution for the
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waste disposal of fusion components containing Mo (unless regulatory limits can be
revised/relaxed for fusion waste [12]). However, isotopically adjusted Mo could be
used in a “mixed solution” with W, where W is used primarily in higher-flux first wall
regions and therefore replaced more regularly, while Mo could be used as an armour
in less exposed regions (e.g. in the divertor or away from the equator regions of the
blanket), thus reducing the frequency with which those components need replacement
(assuming Mo proved to be more resilient than W) and thereby reducing maintenance
cycles and costs, and improving overall fusion plant availability.

Predictions such as those discussed in this introduction rely on accurate nuclear
code simulations. While the numerical techniques employed by inventory codes like
FISPACT-II or neutron transport simulators like MCNP are well-established and
validated (see e.g. [37, 38]), it is still the case that the quality and completeness of
the underlying nuclear data strongly determines the reliability of predictions and the
level of uncertainty; the latter could strongly influence the level of conservativeness in
engineering limits, which could impact on cost, and so there is a strong incentive to
reduce uncertainty. Of particular importance for simulating the radiological response
of molybdenum (or any other material) under fusion conditions is the accuracy of
the integrated reaction rates that govern the production of dominant radionuclides.
The remainder of this paper describes efforts at UKAEA to test and validate the
nuclear reaction data used with FISPACT-II for, by benchmarking simulations results
against both historical experimental decay-heat measurements and newly acquired
γ-spectroscopy data.

2. Fusion Decay-heat Benchmark

At the end of the last century, JAEA used their 14 MeV fusion neutron source (FNS)
facility to perform experiments on small material samples. The objective of the
experiments undertaken by Maekawa et al [39, 40, 41, 42, 43] was to provide decay-
heat data relevant to fusion systems that could be used to test the quality of nuclear
simulations. This wealth of carefully obtained data has been used to validate inventory
code predictions in the last two decades, but it was a relatively arduous and error-prone
process until UKAEA’s recent efforts [44] to construct a fully-automated simulation
benchmark. A detailed description of the benchmark, including the experiments and
the simulation approach with FISPACT-II, is provided in [44] and the most recent
complete benchmark, covering more than 70 materials and focussing on validating
FISPACT-II with the TENDL-2017 [22] library, has been compiled into an openly
accessible report [45]. Here, the discussion is focussed on the comparison between
simulations and the experimental measurements for Mo.

For Mo, thin metallic foil samples 25×25 mm2 in area and approximately 10 µm
thick, were irradiated for either 5 minutes or for 7 hours at a fluxes of between 109

and 1010 n cm−2 s−1. The reported decay-heat results by Maekawa et al were scaled
to a flux of 1010 n cm−2 s−1 using the aluminium monitor foils that were included
in each experiment to calibrate the neutron fluence based on γ spectroscopy of 24Na
produced via 27Al(n,α)24Na (similarly to the approach taken for ASP and described
in [46]). Figure 2 shows the typical neutron spectra experienced by the samples in the
5-minute and 7-hour cases (different sample locations and hence different spectra –
the 5-minute experiments used a rapid extraction system and associated set-up, which
was not used in the 7-hour cases).

Decay-heat measurements at various cooling times after irradiation were obtained
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from a whole energy absorption spectrometer (WEAS), which detected both β− and
γ emissions with near 100% efficiency using a twin BGO scintillators arrangement
and a centrally located sample position to produce close to 4π steradians counting
geometry [47]. For the 5-minute experiments, the rapid extraction system allowed
the first measurements to occur within 1 minute of the end of irradiation and
further measurements were taken for a further 1 hour. In the 7-hour case the first
measurements did not take place until nearly 15 hours after the irradiation, but
measurements were repeated for up to 200 days, allowing the contributions from
radionuclides with longer half-lives to be captured.

Figure 5 shows the decay-heat measurements (as points) obtained for the two
sets of Mo experiments (an earlier set of 5-minute irradiations of Mo are not included
here for brevity, but are considered in [45]). Figures 5a and 5b, for 5-minute and 7-
hour (i.e. a full day of irradiation time at the FNS facility) irradiations, respectively,
compare the experiments to FISPACT-II simulations (curves) of the total decay-heat
performed with TENDL-2017 [22] nuclear data and several other major international
nuclear libraries (see [44, 45] for details). In both cases there is very good agreement
between the simulation and experiment, with C/E (calculated decay-heat divided by
experimental measurement) values generally close to one, particularly with TENDL-
2017, where C/E values lie in the range 0.97–1.01 for the 5-minute experiment and
0.9–1.4 in the 7-hour case [45].

In the 5-minute experiment the main radionuclide contribution to decay-heat is
91Mo, produced via (n,2n) reactions on 92Mo (see the pathway analysis for FNS in
table 2), which contributes at least 70% of the simulated decay-heat throughout the
1-hour of experimental measurement time, as shown in the % contribution chart in
the bottom panel of figure 5c. The upper panel of 5c shows the absolute nuclide
contribution breakdown [28] and there are a number of other, minor radionuclides
predicted by the simulations, which are not important to capture the decay-heat from
Mo under these short irradiation, short cooling time conditions.

However, in the longer, 7-hour experiment, the nuclide breakdown from the
TENDL-2017 simulation (figure 5d) suggests a much more complicated picture, with
a number of different radionuclides providing significant contributions to the total
decay-heat at different times during the ∼200 days of cooling time where experimental
measurements were recorded. In the first week of cooling 99Mo dominates, but as this
nuclide decays with a half-life of 14.5 minutes (see table 2), by around 20 days of
cooling it is replaced by three unstable nuclides of niobium with longer, 10-60 day
half-lives: 92mNb, 95Nb, and 91mNb. This relatively complex radiological landscape
is a very good match to the experimental measurements – as demonstrated by the
absolute nuclide breakdown plot, where the combination of decay-curves for these four
nuclides produces a very good match to the time-evolution profile of the experiment.
Such close agreement to experiment in such a complex case demonstrates the efficacy
of the FISPACT-II system, including the computational method, and confirms the
validity of the underlying nuclear data.

The pathway analysis for these simulated experiments in table 2 shows the major
production routes for the five important radionuclides for FNS experiments on Mo.
The cross sections (primarily for 14 MeV neutrons – see figure 2) of a number
of different non-elastic reactions, such as (n,2n) [neutron multiplication] and (n,p)
[neutron capture, proton emission], on several isotopes of Mo are tested (and validated)
by this experimental benchmark for Mo. Included in the validation are some reactions
that are predicted to be important for the activation of Mo in a fusion reactor (compare
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Figure 5. Colour online. Simulation & experimental decay-heat results from the
FNS benchmark for molybdenum. (a) and (c) correspond to decay-heat following
5-minute irradiations, (b) and (d) are the equivalent data after 7-hour irradiations.
(a) and (b) show total decay-heat curves on linear time-after-irradiation scales
for the different nuclear library simulations with FISPACT-II, the experimental
measurements as points with vertical lines showing experimental uncertainty, and
the nuclear-data-uncertainty band (in grey) for the TENDL-2017 [22] library. (c)
and (d) present the radionuclide breakdown of contributions to the total decay-
heat from the TENDL-2017 simulations in absolute µW/g terms (top halves) and
as % contributions (bottom halves) – on logarithmic time-after-irradiation scales.
See [44, 45] for more details.

tables 1 and 2), such as those producing 99Mo and 91mNb. However, as expected, the
experiments to not provide any useful data to test the production of the long-lived
radionuclides that would cause disposal and handling problems for Mo components.

3. ASP Experiments

From 2011-2015 [48, 49, 50, 46, 51], in an effort to improve the quality of experimental
reaction cross section data for fusion-relevant materials at fusion-relevant neutron
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Table 2. List of contributing reaction-route pathways for the important
radionuclides identified in FNS experiments. Full pathway analyses for each
experimental simulation can be found in the main benchmark report [45].

Product T1/2 Relevant FNS Pathways Path %
experiment

91Mo 15.49 min. 5-min. 92Mo(n,2n)91Mo 100.0a

99Mo 2.7 days 7-hour 100Mo(n,2n)99Mo 99.6

92mNb 10 days 7-hour 92Mo(n,p)92mNb 100.0

95Nb 35 days 7-hour
95Mo(n,p)95Nb 83.2
96Mo(n,d)95Nb 9.7

91mNb 61 days 7-hour
92Mo(n,np)91mNb 92.3
92Mo(n,d)91mNb 3.9

aincludes contribution from the production and isomeric transition (IT) decay of 91mMo,

T1/2 = 1.1 min.

energies, UKAEA undertook a series of 14 MeV neutron irradiation experiments at
the experimental facility known as ‘ASP’, which is hosted at AWE Aldermaston in
the UK. The aim of the experimental campaigns was to gain additional cross section
data-points at 14 MeV for reactions where data was deficient – this is true for many
important reactions for fusion materials [52, 53] – and thus to aid the evaluators
working on the next generation of nuclear data libraries by providing more information
with which to fit the theoretical models that generate continuous cross section curves.

1 m

1
 m

40 cm

D
+

To detector

Figure 6. Colour online. Simplified ASP geometry (used in MCNP calculations)
showing chamber walls and labyrinth exit (in grey) and a close up of the target
geometry, where the incoming D+ deuteron beam is accelerated onto the tritium
target, which is adjacent to the sample chamber (in blue). Samples are inserted
and extracted (to the γ detector) from this chamber via a pneumatic “Rabbit”
tube.
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The experimental set-up involved an accelerated deuteron beam impinging onto
a tritium-loaded target to produce a source of 14 MeV neutrons (via DT reactions),
which was then used to irradiate a wide variety of material foils. After irradiation
the foils were transferred rapidly via a pneumatic extraction “Rabbit” tube to a
high-purity germanium (HPGe) γ-detector and the full time evolution in the energy-
count profile of γ emissions from the activated material was recorded. Full details
of the experimental approach are given in [48, 49]. So far, more than 300 separate
experiments have been performed, generating more than 10000 separate γ spectra (the
integral spectrum of γ counts is recorded at multiple time intervals for each experiment
to enable analysis – see below), and previous efforts [46] to process such large data sets
in a rigorous, consistent and automatic manner are still ongoing [24]. In the present
work, we analyse eight experiments involving samples of Mo.

Figure 7 shows the typical raw data obtained from the ASP experiments, along
with plots showing the different stages of the analysis approach. The data shown
corresponds to experiment 82 in UKAEA’s campaign, which included a molybdenum
foil. The full, time-integrated γ-spectrum (figure 7(a)) recorded for 15 minutes after
irradiating the foil triplet of Mo-Fe-Al shows various peaks at characteristic γ-energies
for different radionuclides produced in the foils during the ∼5-minute irradiation
(both the irradiation time and measurement time varied between experiments, but
was accurately recorded). The main peaks, which have an almost Gaussian profile,
are centred on discrete γ emission lines and are highlighted in the figure, including
the electron–positron annihilation peak at 511 keV, the potassium-40 (40K) organic
background signal at 1461 keV, and various peaks associated with radionuclides
produced during irradiation in the Mo, Fe and Al foils.

Iron (Fe) and aluminium (Al) foils were included in the experiments to enable
accurate measurement of the neutron fluence received at the sample location during
irradiation [46]. In the present work, the major lines from 27Mg at 844, 1014 and
171 keV, 24Na lines at 1369 and 2754 keV due to aluminium activation, along with
56Mn (produced in the Fe foil) lines at 847, 1811 and 2113 keV, were used to produce
an average estimate of the neutron flux for each experiment. Note that for experiment
81, a transfer issue meant that the acquisition data (counts) from the aluminium foil
were not properly recorded and so the flux estimate is based solely on the 56Mn peaks
in this case. Table 3 gives the details of the eight experiments considered here for Mo,
including the results of the Fe/Al-foil flux estimates.

Ref. [46] exemplifies how the flux estimation was done using the Levenberg–
Marquardt Algorithm (LMA – a damped least-squares method) to fit a decay function
to the counts per (real) time (in seconds), and hence to calculate decay-corrected A0

value in Bq corresponding to the end of irradiation activity. In calculating the flux
using these reference foils, it is assumed that the reaction pathways (see table 4) to
the measured nuclides are well-known and that the nuclear cross section data (from
TENDL-2017 [22]) is well-validated. The cross section vector for each reaction is
“folded” (vector dot product) with the ASP neutron irradiation spectra (calculated
using a Monte Carlo simulation as part of the work described in [24] and shown in
figure 2) to calculate the total cross section σ in barns. Using the standard decay
equations describing the production and decay of radionuclides [54], A0, σ and the
decay constant λ are used to estimate the experimental flux via:

φ =
A0

Nσ(1− exp−tirrλ)
, (1)
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where tirr is the irradiation time of the experiment (given in table 3) and N is the total
number of atoms of the target (stable) nuclide – in this case of 56Fe or 27Al. Note
that this approach assumes that the flux is constant during the irradiation, which
is a reasonably valid approximation in most experiments and was confirmed from
inspection of the rates recorded by fission counters positioned near to the ASP target.
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Figure 7. Colour online. Experiment 82 γ spectroscopy. (a): final (end of ∼15-
min. acquisition) integrated γ spectrum. (b): 652.9 keV peak associated with
91mMo after 91 s, showing the peak area after subtraction of the background.
(c): counts as a function of time for this peak and the curve fitted to the data
(see main text for details). C0 is the dependent (free) variable. ttransfer is the time
delay between the end of the irradiation and the start of the γ-data acquisition –
i.e. the transfer time.

The estimated fluxes are now used to both evaluate the experimental E activity
of radionuclides in the molybdenum foils and also as input to FISPACT-II inventory
simulations to obtain a calculated C activity. For the experimental value, the first
stage is to extract the detector counts for each detectable γ-peak of the γ-emitting
radionuclides produced during the irradiation of Mo at ASP. Peaks associated with five
different radionuclides were identified in the present work; these are listed in table 4
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Table 3. Experimental details and flux estimates for the ASP experiments
involving Mo.

Experiment Material masses (g) Irradiation Estimated flux
number Mo Fe Al time (min.) (n cm−2 s−1)

81 0.1519 0.1066 N/Ab 5 8.6× 108

82 0.1529 0.1054 0.0382 5 9.3× 108

111 0.1558 0.1063 0.0385 5 6.7× 108

112 0.1551 0.1067 0.0389 4.67 6.8× 108

134 0.4611a 0.1062 0.0384 60 4.3× 108

226 0.1539 0.1104 0.0362 10 2.5× 108

244 0.1518 0.1105 0.0289 30 3.7× 108

284 0.1537 0.1111 0.0293 30 8.6× 108

a three Mo foils were used in a stack for this longer irradiation experiment.
b experimental issue, see main text for details.

(after the flux-estimator nuclides of Fe and Al), together with their half-lives, and
main production pathways according to FISPACT-II simulations with TENDL-2017
for the irradiation time and flux-estimate associated with experiment 82 (see table 3).
The identifiable peaks for each radionuclide are listed in table 4 and are labelled in
the example complete spectrum for experiment 82 (figure 7(a)).

Figure 7(b) demonstrates the process by which the background counts (from
Compton scattering) are subtracted, using linear interpolation between the average
counts recorded in a range of channels on either side of a peak [46], to give the counts
associated with the decaying nuclide – in this case for 91mMo associated with its γ line
at 653 keV. The fit (using LMA, as before) to the resulting evolution in counts-per-
live-second as a function of (real) time for a peak (e.g. as in figure 7(c) for the 91mMo
peak) then gives the experimentally predicted count rate at the end of irradiation C0,
which in turn is used to calculate A0 via

A0 =
C0

Deff(Eγp )Ip
, (2)

where Deff(Eγ) is the detector efficiency at γ-energy Eγ , which for the HPGe detector
used in the present work is described by a function fit to neutron transport simulations
performed on a model of the detector (e.g. as described in [24]). Eγp and Ip are the
energy and intensity of peak p, respectively, both taken from decay 2012 decay-data
files used by FISPACT-II [21] for TENDL-2017.

Meanwhile, the calculated (C) estimate of A0 is taken directly from a FISPACT-
II calculation with the TENDL-2017 data library. The appropriate mass of pure Mo
was irradiated for the experimental irradiation time at the estimated flux (calculated
as described above) and using the calculated neutron spectrum shown in figure 2 (the
mass, flux-estimate, and irradiation times for each experiment are given in table 3).
FISPACT-II automatically outputs the individual radionuclide contributions to the
total sample activity, and the required end-of-irradiation values can be easily extracted
for the specific nuclides. Thus calculated (C) and experimental (E) A0 values are
obtained for comparison.

Figure 8 shows all C/E values obtained from the eight Mo experiments. Note
that C/E results for 97Nb and 97mNb are plotted in the same pane, while the other
three panes in the figure show results for single radionuclides (as labelled). The error
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estimates on each value, shown as error bars in the figure, include the standard error
of the flux estimate (i.e. the deviation of the flux values from the mean), the fractional
error calculated by FISPACT-II and associated with the uncertainty data in TENDL
(e.g. as shown in the grey error bands of the cross section figures in figure A1 of
the appendix), and the standard statistical count uncertainty

√
N/N (from Poisson

statistics and valid for sufficiently high enough counts) commonly applied to detector
results. The errors have been summed in quadrature. Work is ongoing to refine these
uncertainties and to account for other (potentially systematic) errors and correlations,
such as those associated with the LMA fitting routine or from uncertainty in the
experimental timing information, but the present estimates (potentially pessimistic)
give an indication of the error magnitudes.

Note in figure 8 that not every experiment has produced a C/E value for every
possible peak considered. Peaks with total background-corrected counts of less than
400 during the entire measurement time were deemed to be of low statistical quality
and were omitted. Also shown for each pane is the weighted average C/E value, where
the weights correspond to the inverse of the variance (square of the error) for each
point. The standard deviation from these weighted averages is shown by the grey
band in each plot.

The results for 89mZr are particularly good, with C/E near to one for almost all
experiments. Only experiment 134 produces a discrepant result for this radionuclide –
as it does for other nuclides considered – but this doesn’t alter the overall agreement;
as demonstrated by a weighted averaged C/E close to one and small spread of values
about this mean. The irradiation time in this experiment was longer than usual
for these experiments (see table 3) and the detector measurements were extended to
an over-night count. The increased irradiation time, in particular, appears to have
caused the peaks from the radionuclides of interest to have more background counts
(potentially from Fe & Al) and thus lower overall counts than expected, leading to an
underestimate from the experiment and high C/E results.

For 91mMo, only the lowest energy peak at 653 keV produces consistently good
C/E values, which, at first, appears unexpected as the C values for a given experiment
are identical for all peaks. 653 keV is the highest intensity peak (Ip ≈ 0.5). The
other, higher-energy peaks for this radionuclide have lower intensities and thus produce
smaller count-rates in the experiments – the 653 keV peak integral typically comprised
2000-4000 counts for this nuclide, while the other two produced a maximum of
around 700 counts each (some counts were even below the 400 threshold discussed
above). This may explain the discrepancy observed in figure 8. On the other
hand, figure A1(a) in the appendix, comparing the TENDL-2017 cross sections to the
differential experimental data (i.e. cross sections values and single energies) available
in the international EXFOR database [55] for the (n,2n) reaction that produces 91Mo
does suggest a slight overestimation for the path to the metastable 91m; the TENDL
curve at 14 MeV is higher than the majority of the differential data. However, the
result from the present work is not conclusive enough to make a recommendation for
future TENDL evaluations.

Apart from experiment 134, for the reasons outlined above, C/E results for 98mNb
are very good and relatively consistent for the two different peaks identified in the
experiments, although there is a large spread between experiments and the weighted
average is less than one.

Results for 97Nb and 97mNb (one peak each) also show consistency within each
experiment, but the calculated values appear to underestimate the production of these
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two nuclides; the weighted average C/E is around 0.8 and the deviation from this mean
does not include one. There is nothing conclusive in the comparison of TENDL-2017
to EXFOR in this case (figure A1(b)); if anything the TENDL cross sections for the
primary (n,p) reaction (see table 4) producing 97Nb appear to slightly underestimate
the data at 14 MeV compared to EXFOR. The results for these nuclides need further
investigation – probably involving additional experiments.

Generally, considering all of the experimental uncertainties, but particularly those
associated with the flux estimation, the fact that many of the C/E values are close to
one (and all are less than 2) is very encouraging and demonstrates that the FISPACT-
II calculations with TENDL-2017 produce good predictions for irradiation-induced
activity in Mo in these scenarios. However, it is worth observing that, in contrast to
the FNS benchmark (section 2), none of the reaction pathways interrogated by these
experiments are relevant for the dominant channels to long-lived isotopes identified
in the earlier fusion power plant scenario (compare table 4 to table 1). Experiments
involving measurement of such long-lived reaction products will likely require longer
irradiations and post-irradiation measurements.

For these long-lived nuclides, including the important 91Nb, 93Mo, and 93mNb, the
dominant production cross sections can have high uncertainty (e.g. the (n,np) channel
responsible for the majority of 93mNb production has a nuclear data uncertainty
greater than 50% in the TENDL-2017 [22] under the ASP neutron spectrum). This
demonstrates the need for future experiments with careful design; i.e. to ensure that
the important reaction pathways are explored and that the resulting benchmark is as
relevant as possible for Mo in a fusion power plant.

4. Ongoing experimental need

Is it possible to measure the production cross sections for these longer-lived nuclides
via experiment, particularly 91Nb, 93Mo, and 93mNb? In general, one can envisage
that in experimental campaigns aimed at these long-lived nuclides a large neutron
fluence delivered over longer irradiation times (compared to those in the presented
work, which focussed on short-lived isotopes) to expose large mass samples (in the
100s g region) will be required to generate a sufficiently high radiological signature
from the isotopes to be able to measure them successfully. Such experiments, besides
the small nuclear emission signal, would also initially exhibit a higher background-
to-signal ratio due to the activity of the shorter-lived nuclides in the sample, making
measurements potentially challenging in the first weeks and months after irradiation.
For example, the FISPACT-II calculations in figure 3 illustrate that a cooling period
of 1 year or more would be desirable to avoid taking measurements dominated by
emissions from the shorter-lived nuclides 95Zr, 91mNb, and 95Nb. 95Zr decays via β−

with a 64 day half-life and has a gamma emission mainly at 756.7 keV (with absolute
intensity [probability] I=0.544) and 724.2 keV (I=0.443); 91mNb decays via isomeric
transition (IT) with 60.9 day half-life and emits a γ-ray at 104.6 keV (I=0.574); 95Nb
also decays via β− with key γ-emission at 765.8 keV (I=0.998) [56]. All these γ-signals
could prohibit early measurement of some long-lived nuclides and would necessitate
significantly extended post-irradiation measurement timescales.

Whilst 94Nb is not a primary consideration here, it could be measured by gamma
spectrometry. 94Nb decays via β− with a high probability (I≈1.0) γ-emission at
871.1 keV – an energy higher than those from the shorter-lived nuclides discussed
above so would not adversely impact on a gamma-based 94Nb measurement. On
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Table 4. Information about the radionuclides measured in the ASP experiments.
The FISPACT-II-calculated production pathways and their % contributions were
obtained from the simulations with the TENDL-2017 library (see the main text).
Only the γ-peak energies observed in the experiments are listed for each nuclide.

Product T1/2 Pathways Path % Experimentally
experiment TENDL-2017 Identifiable

(Exp. 82) γ-peaks (keV)

56Mn 2.58 hours 56Fe(n,p)56Mn 100.0 846.8, 1810.7, 2113.1

27Mg 9.46 min. 27Al(n,p)27Mg 100.0 170.9, 843.7, 1014.4

24Na 14.96 hours 27Al(n,α)24Na 100.0 1368.6, 2754.0

97mNb 53.0 s

97Mo(n,p)97mNb 83.7
743.498Mo(n,np)97mNb 2.1

98Mo(n,d)97mNb 14.1

91mMo 1.08 min. 92Mo(n,2n)91mMo 100.0 652.9, 1208.1, 1508.0

89mZr 4.13 min. 92Mo(n,α)89mZr 100.0 587.8
98mNb 51.30 min. 98Mo(n,p)98mNb 100.0 722.6, 787.4

97Nb 1.23 hours

97Mo(n,p)97Nb 81.5a

657.998Mo(n,np)97Nb 12.1a
98Mo(n,d)97Nb 6.3a

aincludes contribution from the production and isomeric transition (IT) decay of 97mNb, but note

that different reactions have different probability ratios between ground- and meta-state production

(i.e. the distribution of production % values for 97mNb are different to those of 97Nb).

the other hand, the presence of impurity nuclides (not considered in the modelling,
but usually unavoidable in experiments) are likely to impact on the measurability of
long-lived nuclides and would also need to be considered.

Unfortunately, 93Mo and 91Nb decay predominantly via electron capture, which
cannot be easily measured. Meanwhile 93mNb, which eventually (after 100 years or
so) reaches secular equilibrium with 93Mo that decays to it (but is also produced via
direct neutron interactions – see table 1), has a very weak gamma emission (at 30.8
keV, I=5.2×10−6 [56]) that would be challenging to measure. 91Nb very occasionally
decays via positron emission (the branching ratio is less than 0.34%) which could be
detected from the annihilation signature at 511 keV, potentially using a coincidence
counting system (see e.g. [57, 58]) to maximise the measurement sample signal to
background ratio. X-ray signatures may be another route to detecting the presence of
91, though may be difficult to interpret unambiguously as to the decay origin. Despite
these weak photon emissions, 91Nb was still predicted to be the dominant contributor
to γ-dose rate at long cooling times after the DEMO divertor armour operational
scenario discussed in section 1.1 (see figure 3(d)).

Once the signals from shorter-lived nuclides in samples have faded (or earlier
if those counts do not interfere with the target nuclide’s counts – as in 94Nb)
measurements may be more feasible in low background environments via high
resolution gamma spectrometry; for example in an underground laboratory such as
at the Boulby Underground Science Facility’s ultra-low background materials assay
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Figure 8. Colour online. The complete set of C/E values calculated for the ASP
experiments involving Mo foils. The colour of a point indicates which γ-peak it is
associated with (listed at the top of each pane). Points are grouped by experiment
along the x-axis. Each pane corresponds to the peaks of a different radionuclide,
except for the top pane, where the single measured peaks from each of 97Nb and
97mNb are shown together. The weighted-average C/E value for all peaks in each
pane is also plotted in black, and the grey band behind the data represents the
standard deviation of the C/E values from this average. See the main text for
details.

infrastructure [59] or using a low background shield with a Compton suppression
system in an “above ground” system. An example of the latter (figure 9, below)
is available at UKAEA’s ADRIANA laboratory. The detector itself is comprised
of a broad energy germanium detector (BEGe), high energy-resolution gamma
spectrometer and an array of seven NaI detectors which are used to veto events,
reducing the Compton background, and thus improving the detection limits for some
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nuclides. Alternatively to gamma spectrometry, low background beta counters or
liquid scintillation counting systems may be used to measure some nuclides, such as
99Tc.

A range of complementary techniques may also be needed to enable measurement,
spanning radiometric and atom-based diagnostics. The long half-lives of these
important radionuclides make them particularly suitable for measurement via
Inductively Coupled Plasma Mass Spectrometry (ICP-MS) or Accelerator Mass
Spectroscopy (AMS) techniques [60, 61, 62, 63]. However, with such techniques the
presence of the bulk material and associated impurity ions, specifically their charge-
to-mass ratios (and potentially polyatomic impurity ions formed with e.g Ar plasma),
need to be considered for determining the analyte ion detection limits. A mass-
based detection technique may offer superior detection limits to nuclear methods
with a potential advantage of enabling more rapid assay times in comparison to
radiometric approaches, although suitable radiochemistry and tracers may need using
in combination with such techniques [61]. Some work has been performed exploring
isobaric or isotopic dilution techniques in connection with ICP-MS [61] for 99Tc for
example (another one of the less dominant, but still significant nuclides noted in
figure 3).

Figure 9. Colour online. Photo shows a Broad Energy Germanium (BEGe)
detector with a NaI-based Compton Suppression system. The system sits inside
a low background lead housing with additional Sn and Cu layers to reduce Pb
x-ray contributions to the background.

5. Conclusions

Inventory calculations with FISPACT-II have highlighted the issues surrounding long-
term high-activation of molybdenum if it were to be used as an armour material in
fusion systems. However, the simulations predicted that specific stable isotopes (96Mo
and 97Mo) from Mo’s wide distribution are potentially more favourable, provided
the necessary isotopic separation is economically and environmentally advantageous,
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compared to the waste handling costs of using standard or natural Mo, or the cost of
reduced component lifetime if tungsten (W) remains the default choice.

In parallel, it is important to have confidence in these simulated radiological
responses, especially if they are going to be used – in the case of Mo – to make
potentially expensive engineering design decisions for future fusion experiments and
prototype power plants. Two experimental validation efforts for nuclear inventory code
predictions of 14 MeV-neutron-induced activity in Mo have shown that the simulation
methodology (FISPACT-II) and underlying nuclear data are reasonably successful.
Using several international nuclear data libraries, FISPACT-II was able to accurately
simulate decay-heat measurements obtained for Mo after exposure to 14 MeV neutrons
for either 5-minutes or seven-hours in JAEA’s defunct FNS facility. Additionally,
γ-spectroscopy-derived activation estimates for radionuclides produced in Mo foils
irradiated at the ASP 14 MeV-neutron source in the UK have provided a wealth
of new data to test code predictions against. For Mo, eight separate experiments
were used to derive end-of-irradiation activities for five different radionuclides with
detectable γ-emissions. Comparison to simulations of the experiment, performed by
FISPACT-II [21] with the TENDL-2017 [22] library, revealed a good agreement (C/E
values near to one) despite the large degree of experimental uncertainty and statistical
scatter.

While these two benchmarks have helped to improve confidence in some aspects
of code predictions for Mo in a fusion environment, further validation is required,
particularly for the production rates of the long-lived radionuclides expected to
dominate in Mo after exposure to typical demonstration fusion-reactor (DEMO)
conditions; 91Nb, 93Mo, and 93mNb, in particular. The short irradiation timescales
associated with the experiments prevent detailed interrogation and testing of the
production routes of these long-lived radionuclides. Further experiments, involving
longer irradiation and/or higher neutron fluences, are required, potentially in
combination with alternative measurement techniques, such as mass spectroscopy,
to enable measurement of the radionuclides important for the long-term activation of
Mo (not all of which produce measurable γ signals).

At facilities like ASP, there is some scope to perform further experiments involving
larger samples exposed to longer irradiations at lower fluxes (e.g. as parasitic
experiments added to other campaigns) and, if appropriate, followed by longer
γ-spectroscopy measurements in low-background conditions taken at intermittent
intervals over the course of several months. Then there is a chance that weak, but
relatively constant γ-signals from long-lived nuclides could be observed and used to
evaluate some of the important cross sections; not only for Mo, but also for other
materials relevant to fusion reactor applications.

However, such experiments are more difficult to arrange (i.e. to get sufficient
beam-time) and analyse; they would likely have complex irradiation conditions with
varying fluxes and breaks in operation, leading to greater uncertainties. There
are several proposals being developed around the world to provide more favourable
experimental conditions (e.g. IFMIF-DONES [64]); none of the currently available
devices have the necessary neutron fluxes, neutron energies or experimental availability
to meet the needs of fusion as it moves away from a research focus to a more engineering
realisation phase with DEMO and the other near-commercial devices planned.

Despite the above caveats, the present work nonetheless increases confidence in
the nuclear code predictions of inventory evolution in molybdenum, which will help to
qualify and confirm its viability (or not) as a candidate fusion reactor material; either
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in pure form or as part of an alloy, and whether it can be used with its natural isotopic
abundances or if tailoring is required. These and future experimental validation
efforts help to reduce uncertainty and increase confidence in simulated activity (and
waste) predictions that explore the benefit and feasibility of isotope tailoring of Mo
for fusion applications, making it possible to justify industrial R&D into producing
biased molybdenum at the necessary scale for fusion power plants.
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Appendix A. Reaction cross section graphs

Figure A1 compares TENDL-2017 [22] cross sections to the international database of
differential cross section data, EXFOR [4], for the reactions predicted by FISPACT-II
to be responsible for the majority (see table 4) of the production of each of the four
radionuclides detected in the ASP experiments on Mo. Curves of total cross sections,
and the partials to ground and metastable states of each daughter nuclide are shown,
and the EXFOR data is also separated by daughter state, subject to the data files from
EXFOR containing enough data to make that determination (otherwise the default is
“total”).

0.0

0.1

0.2

0.3

0.4

0.5

10.0 12.0 14.0 16.0 18.0

10
7

10
8

10
9

10
10

92
Mo(n,2n)

91
Mo

x
s
 (

b
a
rn

s
)

n
e

u
tr

o
n

 f
lu

x
 (

n
/c

m
2
/s

 p
e

r 
le

th
a

rg
y
)

neutron energy (MeV)

Typical ASP spectrum

TENDL17 xs to 
91

Mo
TENDL17 xs to 

91m
Mo

TENDL17 xs total
EXFOR xs total

EXFOR xs to 
91

Mo
EXFOR xs to 

91m
Mo

(a)

0.00

0.01

0.02

0.03

0.04

0.05

10.0 12.0 14.0 16.0 18.0

10
7

10
8

10
9

10
10

97
Mo(n,p)

97
Nb

x
s
 (

b
a
rn

s
)

n
e

u
tr

o
n

 f
lu

x
 (

n
/c

m
2
/s

 p
e

r 
le

th
a

rg
y
)

neutron energy (MeV)

Typical ASP spectrum

TENDL17 xs to 
97

Nb
TENDL17 xs to 

97m
Nb

TENDL17 xs total
EXFOR xs total

EXFOR xs to 
97

Nb
EXFOR xs to 

97m
Nb

(b)

0.00

0.02

0.04

0.06

0.08

0.10

10.0 12.0 14.0 16.0 18.0

10
7

10
8

10
9

10
10

92
Mo(n,α)

89
Zr

x
s
 (

b
a
rn

s
)

n
e

u
tr

o
n

 f
lu

x
 (

n
/c

m
2
/s

 p
e

r 
le

th
a

rg
y
)

neutron energy (MeV)

Typical ASP spectrum

TENDL17 xs to 
89

Zr
TENDL17 xs to 

89m
Zr

TENDL17 xs total
EXFOR xs total

EXFOR xs to 
89

Zr
EXFOR xs to 

89m
Zr

(c)

0.00

0.01

0.01

0.01

0.02

10.0 12.0 14.0 16.0 18.0

10
7

10
8

10
9

10
10

98
Mo(n,p)

98
Nb

x
s
 (

b
a
rn

s
)

n
e

u
tr

o
n

 f
lu

x
 (

n
/c

m
2
/s

 p
e

r 
le

th
a

rg
y
)

neutron energy (MeV)

Typical ASP spectrum

TENDL17 xs to 
98

Nb
TENDL17 xs to 

98m
Nb

TENDL17 xs total
EXFOR xs total

EXFOR xs to 
98

Nb
EXFOR xs to 

98m
Nb

(d)

Figure A1. TENDL-2017 reaction cross sections and EXFOR differential data
for the main reactions analyzed by the ASP experiments on Mo. TENDL-2017
curves are accompanied by their corresponding uncertainty bands (in grey).


