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In this paper, the pixelated phase mask (PPM) method of interferometry is applied to coherence imag-
ing (CI) — a family of passive, narrowband spectro-polarimetric imaging techniques for diagnosing
plasmas. Compared to designs using a linear phase mask, PPM is more compact, rugged and has a
higher spatial resolution (averaged across both image dimensions). A single-delay instrument design
is introduced as well as a multi-delay design which uses both pixelated and linear phase masks. The
designs are demonstrated with measurements of electron density ne, via the Stark broadening of the
Hγ line at 434.0 nm, made on the Magnum-PSI linear plasma experiment. Comparison of the Abel-
inverted multi-delay CI results with Thomson scattering measurements shows good agreement across
the 5×1019 < ne < 8×1020 m−3 range. The neutral temperature estimates of≈ 3 eV simultaneously
inferred from this CI data matches previous spectroscopic studies. For the single-delay CI results,
Doppler broadening causes systematic error for ne . 1020 m−3.

I. INTRODUCTION

Producing steady-state fusion power in the core of a mag-
netically confined plasma while keeping the power load to the
divertor target below the erosion limit is known as the ‘heat
exhaust problem’1. Solutions to this problem will likely in-
clude maintaining the divertor in a detached state and with an
optimized geometry. When it begins operations, the MAST-U
spherical tokamak will test a range of novel divertor geome-
tries, aided by a suite of diagnostic tools that are "designed for
as high space and time resolution as is currently feasible"2.

One of these tools is coherence imaging (CI) — a narrow-
band spectral imaging technique that provides 2-D measure-
ments of the lower-order moments of an isolated spectral fea-
ture (i.e. the brightness, shift and width)3,4. By encoding
this information in a set of interference fringes produced at
the sensor of a camera, CI can achieve better coverage and
higher spatial resolution than is practical for grating spectrom-
eters. Many CI designs are also ‘snapshot’ in that they mod-
ulate the interferometer delay spatially across the sensor, so
the time resolution is limited only by the camera frame rate
or available photon flux. Two CI instruments are planned for
MAST-U, one standalone and the other occupying a channel
in the multi-wavelength imaging (MWI) system, based on the
MANTIS design5. One CI application of interest on MAST-U
is the measurement of impurity ion flow velocity in the plasma
edge, which is well established6–11. A second application of
interest has received less attention: the measurement of elec-
tron density ne in the divertor via Stark broadening of hydro-
gen Balmer emission. While this application is established for
grating spectrometers12–16, for CI it has been demonstrated at
the proof-of-concept level only17.

In this work we present CI measurements of ne made on
the Magnum-PSI linear plasma experiment18 in plasma con-

a)Electronic mail: joseph.allcock@ukaea.uk

ditions relevant to the study of divertor detachment (ne ∼
1020 m−3 and temperature Te ∼ 1 eV). We make use of state-
of-the-art lineshape calculations in the data analysis and
benchmark our results using Thomson scattering measure-
ments. The main novelty of this work is the introduction
of new CI instrument designs which incorporate a pixelated
micro-polarizer array, generating pixelated fringes that maxi-
mize the spatial resolution of the measurement. As well as a
more typical single-delay design, we introduce a multi-delay
design that sacrifices spatial resolution in exchange for addi-
tional spectral information. And we see that, in the case of
ne measurement, this can significantly reduce systematic er-
ror due to Doppler broadening.

II. COHERENCE IMAGING WITH A PIXELATED PHASE
MASK

Polarized sensors have an array of pixelated polarizers
bonded directly to the chip at different orientations. Figure 1
shows the repeating 2× 2 polarizer layout of the sensor used
in this work. Each 2× 2 pixel grid in the image encodes the
first three Stokes parameters of the scene, from which the de-
gree of linear polarization and the angle of polarization can be
calculated. The use of polarized sensors in interferometry was
proposed by Millerd et al.19 in 2004 with a technique called
pixelated phase mask (PPM) interferometry. Compared to a
linear phase-mask (LPM), which produces sinusoidal fringes
that are roughly straight and parallel (see e.g. Figure 1 in Sil-
burn et al.7), the PPM technique has a more compact design
and a phase mask that is fixed on manufacture instead of being
dependant on the alignment of the optics. The spatial resolu-
tion of the two types of phase mask are discussed in Section
II A. The PPM technique has been demonstrated for imag-
ing of biological specimens20,21 and of sound waves22. In this
section we will consider how PPM interferometry can be used
for CI.
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FIG. 1. Pixelated polarizers arranged in the repeating 2×2 grid pat-
tern of the Sony IMX250MZR CMOS sensor used in this work.

A. Single-delay configuration

In a simple polarization interferometer, a birefringent wave-
plate is sandwiched between two linear polarizers, with the
waveplate’s optic axis making an angle of 45° with the trans-
mission axes of the polarizers23,24. The waveplate resolves
the light into two equal-amplitude beams in orthogonal polar-
ization states and imparts a phase delay between them. By
introducing a quarter-wave plate (QWP) between the wave-
plate and the final polarizer, with fast axis orthogonal to the
front polarizer, the interferometer delay is now determined by
the orientation of the final polarizer19,25. As such, substitut-
ing a polarized sensor for the final polarizer results in as many
samples of the interference pattern (over a 2π rad range) as
there are unique polarizer orientations. Figure 2(a) shows a
schematic of the setup described, with a bandpass optical filter
and imaging lens between the QWP and polarized sensor. The
three-lens optical layout shown, with an intermediate image
plane between l1 and l2, is based on the MAST CI system6,7.

To model the observed interferogram, we use Mueller ma-
trices and Stokes vectors26. Let MP(ρ) be the Mueller matrix
for a polarizer whose transmission axis makes an angle ρ with
the x-axis. Let MQWP(ρ) and MLR(ρ,φ) be the Mueller matri-
ces for a QWP and general linear retarder respectively, whose
fast axes make an angle ρ with the x-axis. The phase delay
imparted by the waveplate φ has an implicit dependence on
the light’s frequency ν . See Appendix A for explicit matrix
definitions. The total Mueller matrix for the system described
is:

MSD ≡MP
(
m π

4

)
MQWP

(
π

2

)
MLR

(
π

4 ,φ
)
MP(0). (1)

To represent the polarized sensor, the orientation of the final
polarizer is written in terms of pixel number m, with reference
to Figure 1. The Stokes vector representing incident, unpo-
larized light can be written S(ν) = (I(ν),0,0,0) where I(ν)
is the total spectral radiance. The Stokes vector representing
light reaching the sensor is then

S′(ν) =

 I′(ν)
Q′(ν)
U ′(ν)
V ′(ν)

= MSD(ν)S(ν), (2)

where the ν-dependence of the Mueller matrix has now been
made explicit. The radiance at the sensor is I′ ≡

∫
∞

−∞
I′(ν)dν ,

FIG. 2. (a) Optical layout for the single-delay CI configuration. (b)
A raw, uniform-brightness calibration image captured by this instru-
ment observing isolated Cd I line emission at 467.8 nm. (c) The four
images corresponding to the different orientations of pixelated polar-
izer, shown separately. (d) The four images correspond to four in-
terferometer delays, with π

2 rad phase separation. (e) Measured (left)
and modeled (right) interferogram phase image for the calibration
image in (b).

which can be evaluated to give:

I′ =
I
4
(
1+ℜ

{
γ
(
φ0 +m π

2

)})
, (3)

where we have also defined I≡
∫

∞

−∞
I(ν)dν . Here, γ(φ0) is the

complex degree of temporal coherence. It is a function of the
phase delay φ0 between the two interferometer beams at fre-
quency ν0, corresponding to the center-of-mass frequency of
the observed (narrowband) spectrum. The Wiener-Khinchin
theorem relates γ(φ0) to the area-normalized spectral distri-
bution g(ν) ≡ I(ν)/I by Fourier transform24, which can be
written as:

γ(φ0)≈
∫

∞

−∞

g(ν)exp
(

iφ0

[
1+κ0

(
ν−ν0

ν0

)])
dν . (4)

Here, κ0 is a dimensionless parameter of order 1 that provides
a first-order approximation of the instrument dispersion4,27.
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From Equation 3 we can see that each 2×2 pixel array sam-
ples γ at π

2 rad intervals, encoding information about g(ν) in
a pixelated interference pattern. In CI, φ0 is chosen so as to
maximise sensitivity to the plasma parameter of interest.

The hardware used in this work is a modified version of the
MAST CI system6,7. The camera used is the FLIR Blackfly S,
which incorporates the 2448× 2048 polarized CMOS sensor
shown in Figure 1. The pixel dimension is 3.45 µm and the
camera has a maximum frame rate of 75 Hz. The three DSLR
lenses (l1, l2 and l3, see Figure 2(a)) used in this section,
have focal lengths 70 mm, 105 mm and 150 mm respectively.
The three waveplates available for use in this work are made
from alpha barium borate (α-BBO) and have measured thick-
nesses LWP = 4.48 mm, 6.35 mm and 9.79 mm, each value
±0.02 mm. The QWP used is a polymer film. All interfer-
ometer components are mounted inside a custom temperature-
stabilised cell with a nominal regulation accuracy of±0.25°C.
A uniform-brightness test image was obtained with the CI in-
strument in this configuration, with a Cd gas-discharge lamp
illuminating an integrating sphere as the source. The Cd I line
at 467.8 nm was isolated using a bandpass filter. For demon-
stration purposes, the three available waveplates were used at
once, their axes aligned so as to combine the phase delays con-
structively. The raw measured image is shown in Figure 2(b).
In Figure 2(c) the four interleaved images corresponding to
the four polarizer orientations are shown separately. The hy-
perbolic fringe pattern is caused by the dependence of φ0 on
ray angle through the waveplate28 and the π

2 rad phase shift
between images with consecutive m-number is clearly visible.

Interferogram contrast ζ ≡ |γ| and phase Φ ≡ argγ are re-
lated to the observed spectrum g(ν) by Equation 4. Differ-
ent PPM demodulation algorithms have been suggested19,29,30

for recovering ζ and Φ, but in this work we use the simple
‘four-bucket’ demodulation algorithm for the single-delay CI
data19. Figure 2(e) shows a good match between the demod-
ulated calibration image Φ (left) and the corresponding mod-
eled Φ (right). This model uses the equation for phase delay
due to a uniaxial plane-parallel crystal plate28 and sets Φ to
zero at the image center, since the model parameter values are
not sufficiently accurate to recover absolute Φ.

In LPM CI, the necessary phase shear across the image
is typically created using either a ‘displacer plate’9,10,31 or a
waveplate and Savart plate in combination6,7,11. A displacer
plate is a single birefringent plate with an intermediate cut an-
gle and a Savart plate is a composite of two displacer plates,
aligned so as to produce the shear while imparting zero net de-
lay for on-axis rays23,24. The PPM system described is more
compact than either LPM system, requiring fewer birefringent
plates than the Savart design and requiring a thinner birefrin-
gent plate than the displacer design (for an equivalent on-axis
delay).

The spatial resolution at which the ζ and Φ images are re-
covered from an LPM interferogram is anisotropic. Perpen-
dicular to the phase shear the pixel width sets the spatial res-
olution (we are assuming detector-limited operation). Parallel
to the phase shear, it depends on the width of the Fourier-
domain filter used in the demodulation process. Modelling
done in previous work6 of MAST CI images suggests 2 fringe
periods as the approximate width of the Φ point spread func-
tion in this direction. In CI, the LPM fringe period is typically
chosen to be > 6 pixels, so as to avoid contrast degradation
due to phase shear across the pixel area. The PPM spatial

resolution is 2 pixels or better in both dimensions, depending
on the demodulation algorithm used29. When averaged over
both dimensions, the spatial resolution possible using a PPM
is likely to be considerably higher than when using an LPM.
See Section V for related discussion.

B. Multi-delay configuration

Plasma line spectra are often complicated by the presence
of multiple components and broadening mechanisms. In these
cases, encoding γ at multiple interferometer delays can make
interpretation easier and reduce systematic error. For exam-
ple, Michael et al.27 used CI to characterize the neutral veloc-
ity distribution function in an argon plasma via the Doppler-
broadened lineshape. But that work used a single-delay CI de-
sign, with samples of γ built up at different delays by observ-
ing repeated plasma discharges with different waveplate thick-
nesses. More recent work32 made measurements of charge ex-
change recombination emission using a snapshot multi-delay
CI design, but interpretation of the results was inconclusive.

The single-delay CI system from the previous section can
be turned into a multi-delay system by introducing a polarizer,
waveplate and Savart plate to the front of the interferometer,
with order and orientations shown in Figure 3(a). The Mueller
matrix for this configuration can be written:

MMD ≡MSDMLR
(

π

4 ,ψ
)
MP(0). (5)

Where MSD was defined in Equation 1 and where ψ is the
delay imparted by the waveplate and Savart plate in combina-
tion, with implicit dependence on frequency and sensor plane
position. Instead of this waveplate-Savart plate combination, a
displacer plate could be used. To find an expression for the ra-
diance at the sensor plane I′ under observation of unpolarized
light we proceed as in the case of the single-delay configura-
tion by evaluating

∫
∞

−∞
MMD(ν)S(ν)dν . It can be shown that

this gives:

I′ =
I
8

(
1+ℜ

{
γ
(
ψ0
)}

+ℜ
{

γ
(
φ0 +m π

2

)}
+

1
2

ℜ
{

γ
(
φ0 +ψ0 +m π

2

)}
+

1
2

ℜ
{

γ
(
φ0−ψ0 +m π

2

)})
. (6)

Here, ψ0 is the phase delay imparted by the waveplate and
Savart plate in combination at frequency ν0.

From Equation 6 we can see that this interferogram encodes
γ at four fixed delays: φ0, ψ0, φ0 +ψ0 and φ0−ψ0. These de-
lays arise as follows. The light exiting the second polarizer in
the system is the sum of two beams with with relative delay
ψ0 between them. The second waveplate then splits each of
these beams again into a pair of orthogonally polarized beams
and introduces a further delay φ0 between each pair. When
the four beams interfere at the sensor, γ is encoded at the
relative delay for each possible beam pair. The combination
of PPM and LPM terms can be seen in the measured image
shown raw in Figure 3(b) and zoomed in Figure 3(c), which
observes the same Cd lamp setup as the single-delay CI image
in Figure 2(b). The Savart plates available for use in this work
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FIG. 3. (a) Optical layout for multi-delay coherence imaging. The
system’s front two lenses, l1 and l2, are not shown here. The short-
hand labels here refer to polarizer (P), waveplate (WP), Savart plate
(SP) and quarter-wave plate (QWP). (b) A raw, uniform-brightness
calibration image captured by this instrument observing isolated Cd
I line emission at 467.8 nm. (c) Zoomed view of (b). (d) The four
images corresponding to the different orientations of pixelated polar-
izer, shown separately.

are α-BBO and have thicknesses LSP = 4 mm and 2.2 mm.
In all results shown here, these plates are aligned so as to
function as a single plate of thickness LSP = 6.2 mm. For the
system described, this gives a fringe period of ∼ 55 pixels at
λ = 434.0 nm, far from optimal in terms of spatial resolution
but usable for testing. The waveplates in the ψ0 and φ0 posi-
tions in Figure 3(a) have LWP = 4.48 mm and LWP = 6.35 mm
respectively, we call this configuration ‘Multi-delay 1’ (see
Table I for reference). In Figure 3(c) four interleaved images

Single-delay Multi-delay 1 Multi-delay 2
LWP : φ (mm) 4.48 6.35 4.48
LWP : ψ (mm) - 4.48 9.79
LSP (mm) - 4+2.2 4+2.2

φ0 (103 rad) 8.19±0.06 11.8±0.1 8.19±0.06
ψ0 (103 rad) - 8.19±0.06 18.4±0.1
φ0 +ψ0 (103 rad) - 20.0±0.1 26.6±0.1
φ0−ψ0 (103 rad) - 3.6±0.1 10.2±0.1

ζI(φ0) 0.813±0.003 0.78±0.02 0.81±0.01
ζI(ψ0) - 0.58±0.02 0.66±0.01
ζI(φ0 +ψ0) - 0.54±0.02 0.64±0.02
ζI(φ0−ψ0) - 0.56±0.02 0.62±0.01

TABLE I. Setup and calibration information for the three CI config-
urations used in Section IV of this work. LWP and LSP are waveplate
and Savart plate thicknesses, respectively. Interferometer delays cor-
respond to normal ray incidence and wavelength λ0 = 434.0 nm, see
text for details of their measurement. The values for the instrument
contrast ζI calibration factor correspond to the image center of mea-
surements of the Cd I line at 467.8 nm. Each value is the averaged of
∼ 10 measurements taken throughout the day and the quoted uncer-
tainty is the corresponding standard deviation.

corresponding to the four polarizer orientations are shown
separately.

Demodulation of the multi-delay interferogram to obtain ζ

and Φ images for each of the four delays is more involved
than in the single-delay case. First, it is noted that the PPM
has its spatial carrier frequencies at the x and y Nyquist fre-
quencies (see e.g. Figure 2 in Kimbrough & Millerd29).
This is sufficiently well separated in frequency space from
the LPM term γ(ψ0) that ζ (ψ0) and Φ(ψ0) can be extracted
using established Fourier-domain filtering techniques33. To
demodulate the three remaining terms we use ‘synchronous
demodulation’30, which involves multiplying the interfero-
gram by a reference image that is the PPM in complex ex-
ponential form: exp(im π

2 ). By the Fourier transform shift-
ing property, in frequency space the γ(φ0 +m π

2 ) term is now
shifted from the x and y Nyquist frequencies down to the zero
frequency. Additionally, the γ(φ0±ψ0 +m π

2 ) terms are now
shifted to the ±ψ0 spatial frequencies. All three remaining
terms can now be demodulated using Fourier-domain filtering
techniques33.

To interpret the measured ζ and Φ values, the interferom-
eter delay at λ0 must be known. This calibration step has al-
ready been carried out in previous work6,7 for the three α-
BBO waveplates used. Table I lists the interferometer delays
for the three CI instrument configurations used in the remain-
der of this work for λ0 = 434.0 nm. The quoted uncertainty
on these values accounts for both measurement error and es-
timated uncertainty in the α-BBO dispersion model used to
convert to the relevant wavelength for this work. This delay
uncertainty is not accounted for in the analysis presented here.

In the next section, we will look at how single-delay and
multi-delay CI systems can be used to measure snapshot 2-D
images of plasma electron density ne.
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III. COHERENCE IMAGING MEASUREMENT OF
ELECTRON DENSITY

A. Modelling Balmer series lineshapes

In divertor conditions the hydrogen Balmer series line-
shapes are determined by Stark broadening, Doppler broad-
ening and Zeeman splitting12,14. Since CI can only target
a single line, line choice for ne measurement is a trade-off:
the further up the Balmer series (i.e. the higher the princi-
pal quantum number of the initial state), the larger the Stark
width but the lower the brightness16. Practical issues can
also be important like nearby impurity lines that can contam-
inate the measurement. In this work we consider Hγ (5→ 2,
λ0 = 434.0 nm) only.

In previous CI work17, the Stark-broadened Hγ lineshape
was approximated using a Lorentzian function with width
∝ n2/3

e . In this work we instead use a table of Stark-Zeeman
lineshapes, generated for plasma diagnostic applications by
Rosato et al.34 by numerical solution of the Schrödinger equa-
tion. This model takes as its inputs ne, magnetic field strength
B and also plasma temperature T — upon which the Stark
profile has only a weak dependence. This model assumes
pure deuterium, but the result for pure hydrogen can be ap-
proximated by multiplying the input temperature by 2 (effec-
tively dividing the ion mass by 2 in the calculation of ion
thermal velocity)35. For the Doppler broadening contribu-
tion we assume a Gaussian profile throughout this work i.e.
a Maxwellian velocity distribution for the emitting species,
at temperature Tn. This assumption is justified in the con-
text of Magnum-PSI in Section IV B. The relative strengths
and polarization states of the observed Zeeman-split π and
σ line components are determined by the angle between B
and the line of sight36. In similar work, Zeeman splitting
is either ignored13–15,17 or accounted for using knowledge of
the B-field12, depending on |B|, the line being measured and
the view geometry. For a transverse view of the field, a po-
larizer with the appropriate orientation can be used to com-
pletely suppress the σ components, leaving only the central π

component37.
In Figure 4(a), this model is used to plot the Hγ lineshape

for three different values of ne, with Te = Tn = 1 eV. The corre-
sponding Lorentzian approximations (with the same Doppler
broadening assumption) are also plotted. The Rosato et al.
model has |B|= 1 T but the σ line components are suppressed
for a more direct comparison of the Stark contribution. For
each of the lineshapes, Figure 4(b) plots the corresponding ζ

profile as a function of interferometer delay, calculated using
Equation 4. It is clear that the Lorentzian approximation can
lead to a large underestimate of the ne value inferred from ζ ,
so it is not considered any further here. The four vertical lines
in Figure 4(b) correspond to the four delays of the multi-delay
1 CI setup.

Since independent lineshape broadening / splitting contri-
butions are combined by convolution, the corresponding con-
tributions to γ (and so too to ζ ) are combined by multiplica-
tion (by the convolution theorem). Figure 4(b) plots estimates
of ζZ, the multiplicative contribution due to Zeeman splitting,
for |B| = 1 T for both a transverse (⊥) view and a longitudi-
nal (‖) view of the field. These are calculated using the Rosato
et al. model by dividing ζ profiles with |B| = 1 T by ζ with
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FIG. 4. (a) Modeled lineshapes for Hγ emission at 434.0 nm over a
range of ne for Te = Tn = 1 eV and |B|= 1 T (Zeeman σ components
suppressed). The two line styles correspond to the different lineshape
models. (b) The corresponding modeled ζ profiles as a function of
interferometer delay.

|B| = 0 T. It was found that they match the ζZ predicted by
a simple ‘strong-field’ Zeeman approximation36 to within 1%
for the parameters shown. The gray shaded region indicates
the full range of values ζZ (⊥ view) can take for |B| = 1 T,
depending on the relative orientation of the front CI polarizer
and B. These profiles show that the ζZ contribution can be
significant for low ne and large delay, and that the orientation
of the CI front polarizer needs to be considered.

If g(ν) is symmetric about ν0 then, by Equation 4, it’s dis-
tribution can be fully reconstructed from the ζ profile — the
Φ profile encodes the line center ν0 only. For a homoge-
neous emitter, the lineshape model described above is sym-
metric about ν0, and the analysis methods introduced in the
next section will consider ζ only. However, an observed g(ν)
that is line-integrated through an inhomogeneous emitter will
not, in general, be symmetric due to Doppler shifts. Inversion
of line-integrated results in the context of Magnum-PSI will
be discussed in Section IV B.
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B. Fitting to measured CI contrast

Inferring ne from measurements of ζ made at one or more
delays is a curve-fitting problem, requiring fast evaluation of
the modeled ζ . To do this we have pre-calculated a lookup
table (LUT) for ζ on a grid spanning the expected range of ne,
Te = Tn, B and interferometer delay. LUT interpolation then
allows for fast comparison to the data for fit optimization. For
the curve-fitting framework, we use Bayesian parameter esti-
mation. When fitting, we will assume that B and interferom-
eter delay is known perfectly well and also that Te = Tn. This
leaves ne and Tn as the free model parameters to be optimized.

For a single-delay CI measurement of ζ , the most that can
be inferred about ne without making assumptions about Tn is
an upper limit. While similar work17 assumed Doppler broad-
ening to be negligible, we will make the more conservative
assumption of a 6 eV (soft) upper limit on Tn, using the prior
probability density function (PDF):

P(Tn) ∝
1

1+ exp(k[Tn−6eV])
, (7)

where we choose k = 4 eV−1. This prior PDF is only neces-
sary for the single-delay CI data. The likelihood function for
each ζ data point is assumed to be a normal distribution and
noise on the measurements made at different delays and at dif-
ferent points in the image is assumed to be uncorrelated. The
product of the prior PDF and total likelihood function at each
image point is proportional to the posterior PDF, which can
be evaluated on the LUT parameter grid to find the the max-
imum a posteriori probability (MAP) estimate for parameters
ne and Tn. Marginal posterior PDFs for ne and Tn and con-
fidence intervals are calculated using a Markov chain Monte
Carlo (MCMC) method38.

In testing this LUT-based ζ -fitting tool on modeled spectra,
we can quantify the systematic error due to Doppler broaden-
ing — particularly important in the case of single-delay CI.
To do this, ζ profiles are generated over a range of ne and
Te = Tn. Zero-mean Gaussian noise is added to the modeled
ζ , with realistic standard deviation σζ = 0.02. Then, ζ is fit
to and the ne MAP determined. For each set of inputs, the
average ne MAP is taken over 100 independent instances of
the measurement noise. This procedure is carried out first for
the single-delay CI configuration from Table I, and the results
are plotted in Figure 5(a). This shows that the overestimate in
ne can be significant even for moderate Tn — e.g. > 25% at
ne = 7×1019 m3 and Tn = 3 eV — and becomes very large for
low ne and moderate Tn. Figure 5(b) then plots the same test,
but for the multi-delay 1 CI configuration from Table I. This
shows a significant reduction in systematic error, extending
the range over which ne can be inferred with accuracy down
to lower ne and/or higher Tn conditions. In the next Section,
the new CI methods introduced are tested experimentally.

IV. EXPERIMENTAL TESTING ON MAGNUM-PSI

A. Setup and operation

Magnum-PSI is a linear plasma experiment capable of pro-
ducing steady-state plasma beams with temperatures (0.1 –
5 eV), densities (1019 – 1021 m−3) and field strengths (0 –
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FIG. 5. Predicted error in inferred ne due to Doppler broadening
as a function of modeled ne, where the gray shaded region indi-
cates ±25% error. (a) and (b): Gaussian Doppler broadening plotted
across a range of Tn for (a) the single-delay CI configuration and
(b) the multi-delay 1 configuration (see Table I). (c) and (d): non-
Gaussian Doppler broadening caused by two emitting hydrogen pop-
ulations with different temperatures (3 eV and 0.3 eV) and intensity
ratio 2:1. Shown for (c) single-delay and (d) multi-delay CI.

2.5 T), matching the divertor conditions of current and future
tokamaks18. A cascaded arc source produces a plasma beam
of diameter∼ 20 mm that is confined by the field of five super-
conducting solenoid magnets. A movable, replaceable target
sits 1.5 m downstream from the source, within a vacuum ves-
sel of diameter 0.5 m. The control parameters for Magnum-
PSI are the source gas flow Qs in standard liters per minute
(SLM), source current Is and |B|. In this section, we use the
CI techniques described above to measure the ne profile of the
Magnum-PSI beam for a range of plasma conditions, bench-
marking our results against the Thomson scattering (TS) di-
agnostic system39, whose reported ne measurement accuracy
is better than 5%.

The CI instrument was mounted on the railing of a mez-
zanine area, a distance of 5.5 m from the Magnum-PSI beam
axis. Figure 6(a) shows a photo of the installed CI setup in
relation to the experiment. A telephoto DSLR lens with fo-
cal length 600 mm and f/6.3 occupies the l1 position, while
l2 and l3 have focal lengths 105 mm and 150 mm respectively
(see Figure 2(a)). This provides a vertical field of view of 0.5°,
appropriate for imaging the beam through a 70 mm diameter
port in the vacuum vessel. This port views the beam a few cm
from the target, at the same position along the beam’s axis as
the vertical TS laser path and also the view of a grating spec-
trometer. Figure 6(b) shows this geometry as viewed from the
source. Figure 6(c) shows the measured transmission profile
of the two-cavity interference filter used in the CI system to
isolate the Hγ emission. Also shown is the line spectrum mea-
sured by the Magnum-PSI spectrometer looking through the
beam axis.
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FIG. 6. (a) The Magnum-PSI experiment hall. The CI instrument can
be seen in the top-right corner. (b) The CI and spectrometer views
relative to the TS laser path and the plasma beam, as viewed from the
plasma source.

The CI camera was connected to a PC on the mezzanine
and its settings were remotely controlled from the experiment
control room. Before the start of operations, the CI tempera-
ture controller was set to 35± 0.25°C and left for 2 hours to
equilibrate.

Calibration of the CI instrument contrast factor ζI is anal-
ogous to calibration of the instrument function of a grating
spectrometer3. ζI was measured using a Cd lamp illuminating
an integrating sphere, roughly every hour during operations.
The system was unmounted and calibration images like those
shown in Figures 3(b) and 3(b) were captured of the Cd I line
at 467.8 nm, the appropriate filter having been swapped in. Ta-
ble I lists the measured ζI for each instrument and each delay,
averaged over the central 20×20 pixel region. No clear trend
was observed in ζI throughout operations so the quoted val-
ues are averages over all images collected by that instrument
and the quoted uncertainty is the corresponding standard devi-
ation. It is worth noting that ζI for the pure PPM term (ζI(φ0))
is significantly better than for the LPM terms. This could be
due to the large number of crystals used to encode the LPM,
each one having variations in imparted phase delay across its
aperture. Another possible cause is increased sensitivity of
the LPM terms to temperature variations or mechanical dis-
turbance during mounting. Dark frames were also captured
with each ζI, and were subtracted from all images before de-
modulation. We will refer to the contrast extracted from the
raw measurements of Magnum-PSI as ζ̌ to distinguish it from
the Abel-inverted contrast profiles. Each ζ̌ image was divided

through by the corresponding ζI image prior to analysis.
Figure 7(a) shows an example interferogram for the multi-

delay 1 CI system viewing the Magnum-PSI beam. This im-
age was exposed for texp = 0.8 s and details of the plasma
control parameters are given in the figure caption. The peak
ne and Te on-axis reported by the TS diagnostic for this dis-
charge is ne = 7.90×1020 m−3 and Te = 1.77 eV. Figure 7(b)
shows the extracted brightness image and Figure 7(c) shows
the extracted (and calibrated) ζ̌ images for the four delays. In
Figure 7(d), ζ̌ is plotted as a function of delay for the image
center. Also plotted is the ζ̌ profile predicted by substitut-
ing the lineshape measured by the grating spectrometer during
the same discharge into Equation 4, dividing through by the
corresponding ζ̌ profile of spectrometer instrument function.
The two instruments show good agreement despite viewing
the plasma beam along orthogonal view chords.

Since the line-integrated profiles do not show significant
variation along the beam axis, for the remainder of this work
we will present results from a central column slice through the
images.

B. Non-Gaussian Doppler broadening and Doppler shifts

The presence of non-Gaussian Doppler broadening or sig-
nificant Doppler shifts could complicate the interpretation of
the CI data. Previous work by Shumack et al.37 used a grat-
ing spectrometer to view Hβ (486.1 nm) at the plasma source
of the Pilot-PSI machine (a smaller, non-superconducting
forerunner to Magnum-PSI that used the same cascaded arc
plasma source). From the observed lineshape, the presence
of two atomic hydrogen populations was inferred: one cou-
pled to the ions via charge exchange with Tn at a few eV and
the other one cold at 0.1–0.5 eV. The intensity ratio between
the two populations was constant across the beam profile at
roughly 2 to 1 (hot to cold). In addition, the hot population
was observed to be rotating around the beam axis, at veloci-
ties up to 10 km/s, due to an E×B drift. Since this rotation
was observed to decrease with axial distance from the source,
with a characteristic decay length of 0.5 m, it is not expected
in our measurements at the Magnum-PSI target, which sits
1.5 m from the source.

The presence of two emitting populations at different tem-
peratures results in a non-Gaussian Doppler broadening con-
tribution to the lineshape, which could introduce systematic
error into the inferred ne if not accounted for. This size of this
error was modeled by the same fitting procedure used in Sec-
tion III B. Representative Tn chosen for the hot and cold pop-
ulations in this test are 3 eV and 0.3 eV. Figure 5(c) shows the
predicted error for the single-delay CI configuration and Fig-
ure 5(d) shows the error for the multi-delay 1 CI configuration.
As might be expected, the presence of the cold population
actually reduces the error due to Doppler broadening in the
single-delay case when compared to the Gaussian broadening
model with Tn = 3 eV. In the case of the multi-delay CI, the er-
ror in inferred ne is only larger than 5% for ne < 5×1019 m−3.
Since the predicted effect is small, we do not account for the
possibility of this type of non-Gaussian Doppler broadening
in the interpretation of the Magnum-PSI CI results presented.
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FIG. 7. (a) The raw CI interferogram for an instrument in the
multi-delay 1 configuration (see Table I) observing Hγ emission from
Magnum-PSI, with control parameters set to Is = 200 A, |B|= 1.2 T.
Exposure time was 0.8 s (b) The brightness profile extracted from (a).
(c) The contrast profiles extracted from (a) after calibration. (d) Con-
trast plotted as a function of delay for the CI results in (c), viewing
through the beam axis at the image center. Also plotted for com-
parison is the the ζ̌ calculated from the grating spectrometer mea-
surements, again viewing through the beam axis but at 90° to the CI
view.

C. Abel inversion

The spectrum observed at each pixel has been integrated
along a path L through the plasma. It can be shown that, pro-
vided the range of Doppler shifts along L is small, the ob-
served contrast ζ̌ (φ0) is related to the local contrast ζ (φ0,r)

at point r by:

ζ̌ (φ0)≈
1
I

∫
L

ε(r)ζ (φ0,r)dl. (8)

Here, ε(r) is the local emissivity, satisfying:

I =
∫

L
ε(r)dl. (9)

Since ζ̌ is weighted by ε(r), Equation 9 must be inverted be-
fore Equation 8 can be inverted to yield ζ (φ0,r). Since the
CI sight-lines all view the beam from the same direction, we
assume that the plasma has cylindrical symmetry about the
central beam axis in order to obtain a unique inversion so-
lution. To make a first-order account for asymmetry, while
maintaining a unique solution, we split the line-integrated
measurements in to two halves along the beam axis and in-
vert each side separately. This then assumes that we have two
half-cylinders, each with its own cylindrical symmetry, joined
along the plane containing the beam axis and the lines of sight.

Both the brightness and contrast profiles are Abel-inverted
using the simultaneous algebraic reconstruction technique
(SART)40, an iterative technique that has been used in pre-
vious CI work6,7. Each pixel’s line of sight is assumed to be
narrow and to have equal collection power along its length.
Line-integrated brightness profiles are brought smoothly to
zero outside of the image edges prior to inversion. The po-
sition of the beam axis on the line-integrated profiles is esti-
mated by choosing the brightest point in the smoothed, line-
integrated brightness profile (See the black dotted lines in Fig-
ure 7). The radial inversion grid chosen extends to 30 mm and
has 300 bins, for a grid resolution of 0.1 mm. For the multi-
delay CI results, the ζ̌ profile is inverted independently for
each of the four delays.

D. Comparison with Thomson Scattering

Once the local ζ profile(s) have been calculated, the fit-
ting procedure described in III B is used to infer ne. Fig-
ures 8(a)–(e) plot the multi-delay CI results for an ascending
scan in beam ne, see the figure caption for the corresponding
Magnum-PSI control parameters. Figure 8(e) corresponds to
the raw and demodulated images shown in Figure 7. The top
row shows 3-D plots of the inverted ζ profiles in black as a
function of beam radius and delay. The grey mesh surface
represents the MAP values for the fit to the ζ data at each r,
plotted over a gridded delay axis. Three slices through this
surface are made at radial positions r = 3,9 and 15 mm, plot-
ted in blue, orange and green respectively. In the second row,
each of these slices is plotted in as a function of delay only,
along with the corresponding four ζ data points, allowing for
inspection of the goodness of fit. The third row then plots
the radial ne profiles as inferred from the CI and TS. For the
CI results, the MAP values are plotted as a solid line and the
68% confidence interval is shaded. The r values of the three
slices are indicated with vertical lines. Finally, the fourth row
plots the corresponding radial T profiles: Te for the TS and Tn
for CI. For the CI data, only the 68% confidence interval is
shown, as the inferred posterior PDFs are relatively wide.

The agreement between the ζ data and the fit profiles looks
good for these measurements, particularly closer to the beam
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FIG. 8. Inverted multi-delay CI results where columns (a)–(e) correspond to a scan from low to high ne on Magnum-PSI. In the top row,
inverted ζ profiles are plotted in black vs. interferometer delay and beam radial coordinate r. The mesh surface is the best fit to this data.
The second row plots slices at three different r values indicated by color, showing both CI data and fit. The third row then compares the ne
profiles reported by CI and Thomson scattering. The final row compares the emitter temperature Tn inferred from the CI data to the measured
TS Te profiles. Source gas flow rate is Qs = 5 SLM for all discharges here, while source current Is and |B| are: (a) Is = 120 A, |B|= 0.8 T, (b)
Is = 130 A, |B|= 0.8 T, (c) Is = 125 A, |B|= 1.2 T, (d) Is = 160 A, |B|= 1.2 T, (e) Is = 200 A, |B|= 1.2 T.

axis. Agreement between CI and TS ne profiles is mostly
good across this range. It is important to note that the re-
sults in Figures 8(a) and (b) were taken with the CI instru-
ment in the multi-delay 2 configuration while the results in
Figures 8(c)–(e) were taken with the multi-delay 1 configura-
tion. The larger maximum delay of the multi-delay 2 config-
uration ought to make it more sensitive at lower ne. While the
multi-delay 2 configuration does provide four fixed interfer-
ometer delays, two of these delays are similar in value, rep-

resenting a sub-optimal sampling. However, the close prox-
imity of the samples provides a welcome consistency check.
The Tn inferred from the CI data is consistently higher than the
Te reported by the TS, consistent with previous spectroscopic
measurements on Pilot-PSI37.

Figure 9 plots inverted single-delay CI results from
Magnum-PSI, presented in the same format as Figure 8.
Results correspond to another low-to-high scan in ne at a
higher field of |B|. See figure caption for full details of the
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Magnum-PSI control parameters. While the ne profile in-
ferred from single-delay CI shows good agreement with the
TS for ne > 1020 m3, Figure 9(a) shows that at lower densities
(ne ≈ 5×1019 m3) we see a considerable (∼ 200%) overesti-
mate in the CI ne. Based on the modeling in Section III B, we
expect a degree of ne overestimation for the single-delay in-
strument. However, the observed overestimation is larger than
we would expect by taking the TS ne and Te and calculating
the expected overestimation.

V. DISCUSSION

Although the simple plasma geometry of Magnum-PSI aids
comparison between spectroscopy and Thomson scattering di-
agnostics, it does not fully demonstrate the advantages of the
PPM CI method over the LPM method. To simulate CI im-
ages for a realistic MAST-U divertor view, we have used the
the CHERAB spectroscopy modeling framework41,42. For
the plasma profiles we have used existing SOLPS modeling
for MAST-U core scope plasma presented elsewhere43. The
Stark-broadened Hγ narrowband spectral image modeled by
CHERAB is used to generate a CI interferogram with de-
lay depending on the instrument configuration chosen. Fig-
ure 10 shows synthetic CI images viewing Hγ emission from
the MAST-U divertor. Modeled spectra can then be used to
calculate the observed CI interferogram as in Section II. Fig-
ure 10(a) shows a CI image with an LPM whose fringe pe-
riod is roughly 10 pixels, produced using a displacer plate CI
system. Figure 10(b) then shows a CI image with a PPM,
produced using the single-delay design introduced in Section
II A. Both systems have an on-axis phase delay of 8000 rad.
Figures 10(c) and Figures 10(d) then show the demodulated
(and calibrated) ζ̌ images for the LPM and PPM interfero-
grams respectively. In the zoomed view of the LPM ζ̌ , ringing
artefacts are visible around regions of the background bright-
ness image with high spatial frequency, caused by imperfect
separation in image frequency space between the background
brightness and the LPM spatial carrier. The PPM ζ̌ is not af-
fected by these artefacts.

VI. SUMMARY AND CONCLUSIONS

In this work we have introduced new methods for coher-
ence imaging, a narrowband spectral imaging technique for
diagnosing plasmas. This was motivated by wanting to maxi-
mize the quality and coverage of measurements of the divertor
on the MAST-U spherical tokamak experiment. We applied
the method of pixelated phase mask interferometry, already
established in optics research, to CI, noting that it is more
compact, rugged and can achieve a higher (average) spatial
resolution than the existing linear phase mask methods. As
well as a snapshot single-delay PPM CI instrument, we intro-
duced a snapshot multi-delay instrument, suitable for measur-
ing more complex spectra, that uses a combination of the PPM
and LPM encodings.

We discussed in detail the application of CI to the mea-
surement of electron density via Stark broadening of hydro-
gen Balmer line emission in plasma conditions relevant to the
study of tokamak divertor physics. State-of-the-art lineshape

calculations were incorporated into an LUT-based fitting pro-
cedure for inferring ne from measurements of CI fringe con-
trast. Tests of this fitting procedure using synthetic data
showed that the multi-delay instrument configuration can sig-
nificantly widen the dynamic range of the ne measurement by
improving robustness against Doppler broadening effects at
lower ne. This allows ne at the lower end of the anticipated
MAST-U range (5× 1019 m−3) to be measured without sig-
nificant systematic error.

Experimental CI measurements were made of divertor-
relevant plasma conditions on the Magnum-PSI linear plasma
experiment at DIFFER using single-delay and multi-delay CI
instrument configurations. For measurements of Hγ emission,
good agreement was found between the measured CI ne pro-
files and those measured using Thomson scattering. Also, the
predicted benefit of a multi-delay CI configuration was born
out experimentally, as the multi-delay instrument could accu-
rately measure down to at least ne ∼ 5× 1019 m3 while ac-
curate recovery of the beam profile below ne ∼ 1020 m3 could
not be achieved for the single-delay measurements without in-
corporation of other information. Estimates made of neutral
temperature based on the multi-delay CI data were systemati-
cally higher than was reported for Te by the TS system, which
is consistent with previous spectroscopic studies on Pilot-PSI.

Modelling of CI measurements on the MAST-U divertor is
also presented to demonstrate the lack of artefacts in the de-
modulated PPM fringe contrast image compared to an LPM
image. Two CI instruments based on the PPM principles
laid out in this paper are currently under development for the
MAST-U tokamak.
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Appendix A: Mueller matrices

The Mueller matrix for frame rotation from the x-axis to-
wards the y-axis is26:

R(ρ) =

1 0 0 0
0 cos(2ρ) sin(2ρ) 0
0 −sin(2ρ) cos(2ρ) 0
0 0 0 1

 . (A1)
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FIG. 9. Inverted single-delay CI results where columns (a)–(c) correspond to a scan from low to high ne on Magnum-PSI. Source gas flow rate
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The Mueller matrix for an ideal linear polarizer, whose trans-
mission axis makes an angle ρ with the x-axis is:

MP(ρ)≡ R(−ρ)
1
2

1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

R(ρ). (A2)

The Mueller matrix for an ideal linear retarder, whose fast axis
makes an angle ρ with the x-axis is:

MLR(ρ,φ)≡ R(−ρ)

1 0 0 0
0 1 0 0
0 0 cosφ sinφ

0 0 −sinφ cosφ

R(ρ). (A3)

It follows that the Mueller matrix for an ideal quarter-wave
plate is MQWP(ρ)≡MLR(ρ,

π

2 ).
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