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Abstract 

The recent Deuterium-Tritium campaign in JET-ILW (DTE2) has provided a unique 

opportunity to study the isotope dependence of the L-H power threshold in an ITER-like wall 

environment. Here we present results from dedicated L-H transition experiments at JET-ILW, 

documenting the power threshold in Tritium and Deuterium-Tritium plasmas, comparing them 

with the matching Deuterium and Hydrogen datasets. 

From earlier experiments in JET-ILW it is known that as plasma isotopic composition changes 

from deuterium, through varying deuterium/hydrogen concentrations, to pure hydrogen, the 

value of the line averaged density at which the threshold is minimum, �̅�𝑒,𝑚𝑖𝑛, increases, leading 

us to expect that �̅�𝑒,𝑚𝑖𝑛(T) < �̅�𝑒,𝑚𝑖𝑛(DT) < �̅�𝑒,𝑚𝑖𝑛(D) < �̅�𝑒,𝑚𝑖𝑛(H). The new power threshold 

data confirms these expectations in most cases, with the corresponding ordering of the 

minimum power thresholds. 

We present a comparison of this data to power threshold scalings, used for extrapolation to 

future devices such as ITER and DEMO. 

Keywords: L-H transition, power threshold, tokamaks, Tritium, DT, JET-ILW 

 



1. Introduction 

The H-mode was 1st reported in 1982 [1]: when plasma 

heating exceeds a certain threshold a spontaneous transition to 

an improved confinement state takes place in the plasma, 

turbulence is reduced and a transport barrier forms at the 

plasma edge. H-mode is now the most common operating 

regime in tokamaks, and the associated improvement in 

confinement in the form of a pedestal for density and 

temperature makes it the chosen operating regime in future 

tokamak fusion experiments. Ensuring access to the good 

confinement associated to the H-mode is essential for ITER 

success, and so it is important to document and understand the 

isotopic dependence of the L-H power threshold. 

A 1989 review of the ASDEX H-mode already indicated 

that Hydrogen (H, Protium) plasmas have higher L-H 

threshold (PLH) power than Hydrogen-Deuterium mixtures 

[2]. The power threshold of hydrogenic isotopes including 

Tritium was studied in the 1997 D-T campaign at JET [3], 

leading to the conclusion that PLH in hydrogenic plasmas is 

proportional to 2/Aeff, where Aeff is the effective isotopic mass.  

More recent JET-ILW results have shown that not only 

do H plasmas in general have a higher PLH than Deuterium (D) 

plasmas, but there is a clear shift in the density at which the 

power threshold exhibits a minimum (�̅�𝑒,𝑚𝑖𝑛) to higher 

densities for H relative to D [4],[5][6][8][9]. Additionally, for 

fixed toroidal field, Btor, the L-H transition power threshold 

(PLH) and �̅�𝑒,𝑚𝑖𝑛  at JET-ILW have been shown to sensitively 

depend on plasma and divertor configuration, plasma current 

(Ip) and wall material [6], [4]. For the isotope study presented 

here all plasmas have the same shape, with lower X-point and 

ion grad-B drift towards the X-point (see Fig. 3), usually 

named Horizontal Target or V/H (because the inner strike is 

on a vertical tile and the outer on a tilted, almost horizontal, 

tile). 

Initial studies [7], [10], [11] revealed that in Tritium L-H 

transitions can take place without auxiliary heating. Ohmic H-

modes were first documented in D in DIII-D [12],[13], and 

subsequently reported in various other tokamaks (AUG [14], 

TUMAN-3[15], ALCATOR C-MOD [16], HT-6M [17], and 

Compass [18]. They were expected and observed in T plasmas 

at JET in the recent campaigns. 

In this manuscript, as is conventional [19], [20], the power 

threshold PLH is characterized either by 𝑃𝑙𝑜𝑠𝑠 = 𝑃𝑂ℎ𝑚 +

𝑃𝐴𝑢𝑥 + 𝑃𝑓𝑢𝑠 − 𝑑𝑊𝑑𝑖𝑎/𝑑𝑡 or by 𝑃𝑠𝑒𝑝 = 𝑃𝑙𝑜𝑠𝑠 − 𝑃𝑟𝑎𝑑,𝑏𝑢𝑙𝑘. PAux 

is the auxiliary heating power absorbed by the plasma, POhm 

the ohmic power, Pfus (which we took the liberty of adding to 

the conventional equation) is the power produced by fusion 

reactions and absorbed by the plasma, Wdia is the plasma 

diamagnetic energy, dWdia/dt its time variation due to power 

ramps or steps, and Prad,bulk is the radiation from the plasma 

core, inside the 0.95 normalised poloidal flux surface. 

After many years, the 2008 multi-device ITPA L-H 

transition power threshold scaling [21] remains the standard 

against which L-H transition power threshold measurements 

are compared. It can be written as  

PITPA=(0.0488±0.006) �̅�e20
0.717±0.035 Btor

0.803±0.032 S0.941±0.019  (1) 

with �̅�e20 the line averaged density in units of 1020m-3, Btor the 

toroidal magnetic field in Tesla and S the plasma surface area 

in m2. Since that scaling was obtained dominantly with D 

plasmas, it is typical to multiply the formula above by (2/Aeff): 

that is the isotope-adjusted 2008 ITPA power threshold 

scaling. The 2008 ITPA multi-machine power threshold 

scaling was derived from L-H Ploss data from points with 

density above �̅�𝑒,𝑚𝑖𝑛, in the so-called “high density branch”, 

largely from experiments in C-wall machines, at low values of 

Prad/Ploss, and largely in D plasmas. 

A reduction of ~30% in the measured power threshold of 

Carbon wall tokamaks compared to metal-wall devices has 

been reported in AUG [23] and JET [4]. This observation led 

to an effort to select data only from metal wall devices to 

quantify PLH. For JET-ILW new scalings were derived [22] 

and published [7]. Since they are derived from ITPA Task TC-

26, they are named TC26. There are 3 versions: one for 

Horizontal Target plasmas, one for both Corner and Vertical 

Target plasmas, and one that represents both datasets with the 

same Btor and ne20 dependency, but a scale factor of order 2 to 

fit the higher threshold of Corner and Vertical Target plasmas.  

As our experiments in T and DT were all in Horizontal Target 

configuration, here we quote only the corresponding JET-ILW 

TC-26 Horizontal Target scaling: 

PTC26 = (0.057±0.012) �̅�e20
1.43±0.10 Btor

0.77±0.015 S1,  (2) 

which displays a much stronger density exponent than the 

2008 ITPA scaling. In this manuscript we compare our data to 

both these scalings (1) and (2). We shall see that high Prad is 

unavoidable in many plasmas in JET, and in consequence we 

will compare both Ploss and Psep with the ITPA scaling, 

following the lead of the ITER team [24], assuming low Prad 

is to be expected in ITER. 

We don’t include in this manuscript an extensive review of 

earlier L-H transition studies from JET-C or other devices, in 

the understanding that it is more useful for the community that 

we publish the JET-ILW power threshold results as soon as 

possible and release the data into the ITPA threshold database, 

rather than wait for the outcome of detailed physics studies. 
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This article is organised as follows: in section 2 we discuss 

experimental constraints imposed by Tritium operation and by 

the diagnostics available at JET, and experiment design. In 

Section 3 we present the power threshold as a function of 

density and isotope for 3 different choices of Btor and Ip, 

discussing some interesting datapoints in some detail. In 

Section 4 we compare the high density branch data to the 

scalings. In section 5 we summarise our observations and 

discuss implications for future work. 

2. Tritium constraints, experiment design 

Operation in Tritium has many technical implications [25], 

quite a few of which impact experiment design. Most 

importantly, the JET Safety Case limits the amount of Tritium 

that can be injected (both via gas injection and with Neutral 

Beam Injection, NBI) on any given experimental day to 11 g. 

Stringent Tritium and neutron budgets, estimation and 

accounting procedures had to be followed. The number of 

pulses and amount of Tritium available for each experiment 

had to be minimised.  

The main chamber Tritium Gas Injection Modules (TIMs) 

[26] are located next to the horizontal bolometer array and 

therefore interfere with tomographic reconstruction.  Since the 

measurement of bulk radiation is important to characterise 

PLH, we only used divertor TIMs in L-H experiments. 

Deuterium Gas Injection Modules (GIMs) that do not interfere 

with bolometry were available both in divertor and main 

chamber, facilitating both D and DT experiments.  Since we 

had already established in D plasmas that the choice of GIMs 

(whether located in main chamber or divertor) doesn’t affect 

the power threshold, we were able to carry out experiments 

despite occasional issues with specific GIMs or TIMs: we 

simply switched to another suitable one.  

Concentrations of H, D, T were measured in the sub-divertor 

region with a Penning gage [27], and with the Balmer alpha 

line ratios measured with a high resolution spectrometer with 

viewing cords looking into the inner and outer divertor 

regions. Both measurements of concentration typically agree 

to within 5%. 

In this paper we define as H plasmas those with H 

concentration cH=nH/(nH+nD+nT) greater than 0.97, Deuterium 

as those with cD>0.95, Tritium those with cT>0.95, but we 

included also some ohmic T transitions with cT between 0.9 

and 0.95. The different criteria are practical. RF heated plasma 

can’t be purely D or T, because 2-5% of H needs to be present 

for the H minority scheme to work, and often in T plasmas the 

breakdown and termination were done with H to save T, so 

early and late ohmic transitions sometimes have lower cT. In 

plasmas labelled as DT the T concentration ranged from 0.47 

to 0.71. 

 

Fig. 2: Time traces of L-H transition DT plasma with D 

and T-NBI heating, JET #99474 at tLH=11.36 and 

tLH=17.41s. Black vertical dashed lines mark the L-H 

transitions. a) total NBI injected power in red, power from 

D PINIs in Blue, T PINIs in magenta, radiated power inside 

0.95 in black. b) densities; c) Balmer alpha light from the 

inner divertor; d) D(blue) and T(magenta) approximate gas 

injected (left axis) and Tritium concentration in black (rhs 

axis); e) plasma diamagnetic energy 

 

Fig. 1: Time traces of L-H transition Deuterium plasma 

with D-NBI heating, JET #94123. Black vertical dashed 

lines mark the L-H transitions at tLH=11.10s and 13.5s.     

a) total NBI injected power in red, power from core CX 

PINI in blue and from compensating PINI in magenta, 

radiated power inside 0.95 in black (both in D). b) line 

averaged electron density; c) Balmer alpha light from the 

inner divertor; d) Estimates of gas injected; e) plasma 

diamagnetic energy 
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We show in Figs 1 a typical example of L-H transition 

experiment in D and in Fig.2 an L-H transition experiment in 

DT. They share some characteristics and differ in others.  

When Neutral Beam Injection (NBI) is used for plasma 

heating, main ion temperature measurements (Ti) can be made 

with the core Charge-Exchange diagnostic [28]. The 

measurements require on/off modulation of the particular 

Positive Ion Neutral Injectors (PINI) within the line of sight 

of the diagnostic (in Octant 8), compensated by on/off 

modulation of a PINI from Octant 4 (not visible to the CX 

diagnostic). In the NBI heated L-H experiments shown in 

Figs. 1 and 2 the bottom 1 MW of auxiliary heating is 

constructed with the core CX PINI (in blue) turned on/off for 

100 ms periods, with the compensating PINI shown in 

magenta. In L-H transition experiments the active PINIs are 

operated at low voltage to reduce the power per PINI to ~1 

MW. This doesn’t affect the quality of the CX measurement 

and helps smooth the power ramps, at the cost of increased 

Tritium consumption. 

Electron density and temperature profiles can be measured 

with the High Resolution Thomson Scattering system 

(HRTS), which provides profiles near the plasma equator 

every 50 ms. For Btor > 2T density profiles can be profile 

measured with high time resolution with a profile 

reflectometer, and Doppler reflectometry analysis can 

measure the perpendicular rotation of the fluctuations, related 

to the radial electric field, Er.  

Line averaged densities can also be measured with the 

interferometer array every 1 ms or faster. Relevant lines of 

sight of both diagnostics are shown in Fig. 3, together with 

typical L-mode profiles just before the transition. For the 

profile in Fig. 3, the value of �̅�𝑒 is marked by the height of the 

black horizontal line extending from the core (vertical blue 

line at 3.034 m) out to 3.9 m. That is the region of the plasma 

that contributes to the core line average, �̅�𝑒. Correspondingly 

the value of �̅�𝑒,𝑒𝑑𝑔𝑒  is marked by the height of a short black 

horizontal line, from the dashed vertical blue line at R=3.73 m 

out to the edge. Although the figure is somewhat complex, the 

message is that for the flat density profiles typical of L-mode, 

core line averaged density, �̅�𝑒, is in fact very similar to the 

density at the top of the pedestal, while the edge line averaged 

density, �̅�𝑒,𝑒𝑔𝑑𝑒, actually represents about 2/3 of the pedestal 

density. If the L-H transition is linked to local density or 

density gradient values, a critical value of �̅�𝑒 may order the 

data better. On the other hand, as already shown in Figs 1 and 

2, �̅�𝑒,𝑒𝑔𝑑𝑒 provides a better variable to identify that a transition 

has taken place. We will display our threshold data as a 

function of both variables. 

In typical L-H transition experiments the heating power is 

ramped slowly, so the pre-transition state and the critical 

power required to obtain such transition are found 

experimentally. L-H transitions can be identified, typically by 

a drop in Balmer α light in the inner divertor region taking 

place at the same time as an increase on edge density and 

plasma energy. Sometimes the transitions are very subtle and 

an analysis of the profiles and the pedestal MHD are required. 

To hold the density constant while the power is ramped up we 

can use active feedback on the gas injected: initially gas 

injection is increased to compensate the loss of particle 

confinement due to increasing power in an L-mode. In Fig. 1 

we show an example of a Deuterium L-H experiment with 

active density feedback:  oscillations of density (Fig. 1b) and 

gas (estimates shown in Fig. 1d) are common with this set-up 

because in JET the GIMs are relatively slow and no time was 

devoted to optimisation of the feedback system in this case. 

Here we must point out that measurement of the amount of gas 

injected by these gas valves is difficult in this case for 

technical reasons, both estimates shown in Fig 1d come with 

large uncertainties, but the trends described are correct. 

Despite those uncertainties, we do observe that soon after the 

L-H transition the density rises and as a consequence the gas 

 

Fig. 3: On the left, plasma cross-section of a typical 

Horizontal Target plasma, with outer strike in the tilted, 

almost horizontal, divertor tile. The tilted black line below 

the plasma equator is the line of sight of the HRTS 

diagnostic. The vertical blue lines show the path of the 

vertical interferometer lines that measure core and edge 

line averaged densities. On the top right is a density profile 

of this T plasma, mapped to the plasma equator, with 

vertical blue lines indicating the position of the 

corresponding interferometer lines. The height of the 

black double arrow lines indicates the value of core and 

edge line averages, the double arrows display the 

averaging region. Bottom right shows the electron 

temperature profile. 
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is turned off by the feedback system. This change in particle 

source makes it difficult to compare particle transport in the L 

and H phases.  

For typical L-H transition experiments with NBI it is 

important to avoid sudden jumps or large steps on power 

delivered to the plasma. Power ramps can be created with the 

Neutral Beam Local Manager (NBLM) [29]: different PINIs 

are turned on and off to smooth the power ramp. NBI power 

modulation works best when multiple PINIs are available on 

back-up, so a different one can be chosen when a particular 

PINI fails to deliver the expected power. Careful design of the 

power ramps is needed to avoid sudden power changes, as 

observed at 12.3 s in Fig. 1 (luckily after the 1st L-H 

transition), when there is a transient 2 MW blip of NBI power.  

Experiments can also be executed with constant gas input in 

feed-forward: after an initial transient at power turn-on the 

density settles or evolves rather slowly, so the power threshold 

for the transition can be measured at nearly constant gas and 

density. An example of a Deuterium-Tritium L-H transition 

experiment executed at constant gas is shown in Fig. 2. Note 

that in this case the pedestal density rises more sharply at the 

transition, since the particle source remains constant.  

Fig. 2 also illustrates various choices required by operation 

with Tritium. To minimise consumption of T gas injected per 

shot an optimise gas injection measurements we opted for 

feed-forward control of Tritium injection. On NBI heating we 

opted for 1 MW power steps rather than ramps with modulated 

power, as shown in Fig. 2a. Fig 2d shows gas injected, with 

uncertainties during the constant phases of order 10%. Further, 

when possible we programmed two power ramps per shot, in 

the hope of obtaining two measurements of PLH at two 

different densities in 1 shot, as in Fig. 2, without the additional 

Tritium consumption associated with beginning and end 

phases of the plasma. These choices reduce expected Tritium 

consumption by about half. But they are not without 

consequences: for instance, the plasma state after the 1st power 

ramp ends is not always adequate to measure PLH with the 2nd 

ramp. We will discuss one example of this later on. 

In the 2021 Tritium campaign it soon became evident that 

there was a Tritium containment issue related to the NBI 

system in Octant 4: only Octant 8 was available. There were 

fewer PINIs available for the NBI power ramps (half at best), 

and Ti measurements had to be made via infrequent 

uncompensated notches in the CX PINI.  

Other constraints on experiment planning include the 

cancellation of a Hydrogen campaign with H-NBI heating, 

originally planned before the 1st T campaign. This might have 

allowed us a better characterization of L-H transitions, L and 

H-modes in H plasmas, with better diagnostics. 

Whenever possible we carried out L-H experiments with 

Ion Cyclotron Radio Frequency heating (ICRH or RF), in part 

to alleviate time constraints for experiments that required NBI 

and also to save Tritium, and in part to investigate differences 

between RF and NBI induced transitions. In D and T plasmas 

minority heating of Hydrogen was used (the H concentration 

was kept at or below 5%), while in H plasmas majority heating 

was used. Hardware problems of the RF system affected some 

of our experiments (see discussion about antenna phasing in 

[10]). Here we present only results obtained with correct RF 

antenna phasing control.  

A review of the JET PLH Carbon wall results [3][30] found 

that for Btor=1.8 T, Ip=1.8 MA, the 1997 JET isotope dataset 

encompassed a rather narrow (low) density range, likely to be 

below n̅e,min. With this in mind we designed our isotope 

experiments in the JET-ILW to measure PLH in a broad range 

of densities. JET-ILW isotope datasets are collected for 3 

different choices of (Btor, Ip), all with the same shape, 

matching existing datasets in D and H. 

3. L-H power threshold measurements 

In what follows we show the results of our L-H transition 

studies for the 3 datasets we have available with well 

documented isotope transition data. Comparison to scalings  

will be described in Section 4, selecting high density branch 

points of the 3 datasets. It is important to obtain datasets with 

different toroidal fields, since eventually we need to 

extrapolate to devices with higher field. 

All T and DT L-H experiments were carried out with the 

same plasma configuration, Horizontal Target. That 

configuration has lower PLH and lower gas consumption, since 

the outer strike line is far from the divertor cryogemic pump. 

Within each dataset, Btor and Ip can have variations of order 

5% 

We should remind the reader that in JET-ILW it was found 

that the value of  �̅�𝑒,𝑚𝑖𝑛  for each species appears to be 

correlated with the ratio of the plasma line averaged density  

�̅�𝑒 to the Greenwald limit density [31] given by nGW= 

Ip[MA]/π/a2, with a the plasma equatorial minor radius. We  

call this ratio fGW= �̅�𝑒/nGW, the Greenwald fraction, and 

display it in the subsequent power threshold plots, with �̅�𝑒 

along the bottom horizontal axis and fGW along the top 

horizontal axis.  

We report the densities at the time of the transition, and Ploss 

and Psep are averaged over 70 ms before the transition. Typical 

error bars on Ploss, Psep, Prad are of order 10%, not shown in the 

plots but recognisable in the scatter when enough datapoints 

are available. Error bars on density are less than 5%. 

A further word on data selection: we chose to display 

datapoints with good RF heating. Early in H and T campaigns 

there was a problem with the phase control in the RF system 

and those transitions were found to be unusual, with many 

dithers and increase in Prad after most transitions, we find it 
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safest to discard them for this study. Those transitions are 

described in detail in [10]. Also, transitions in mixed H+T 

plasmas are described in a separate publication [11]. 

3. 1. The 3 T 2.5 MA NBI heated PLH dataset. 

This is the dataset that allows us to identify �̅�𝑒,𝑚𝑖𝑛  for D, T 

and DT plasmas.  

In Fig. 4a and 4b we show the threshold data in the 

conventional way, as a function of the plasma line averaged 

density, �̅�𝑒. We display fGW, the Greenwald fraction, in the 

upper axis, since in earlier studies it was found to correlate 

with the value of �̅�𝑒,𝑚𝑖𝑛  for different plasma species. In Figs. 

4c and 4d  we show Prad,bulk as a function of �̅�𝑒, and Psep as a 

function of edge line averaged density, n̅e,edge. If the relative 

position of the Psep points changes from 3b to 3d it may 

indicate unusual plasmas, as we will discuss later on in Fig. 7. 

All L-H transitions shown are marked with solid symbols, 

while short-lived or marginal H-modes are displayed with “+” 

signs, the connection lines between the “+” signs imply there 

are various such transitions in the same shot. This typically 

happens in the low density branch, when each sawtooth arrival 

(or some of them) can drive a short-lived transition into M-

mode [32] The M-mode exhibits easily recogniseable 

 

 Fig. 4: 3T 2.5 MA L-H transition power threshold dataset, a)  Ploss , b) Psep  both displayed as a function of �̅�𝑒 (lower horizontal 

axis) and fGW (upper horizontal axis). These are all  NBI heated plasmas: DT points are gold stars, Deuterium blue squares, Tritium 

magenta diamonds. Legends are the same in all plots, not always shown. Next to each DT datapoint is the Tritium concentration 

before the transition. Also displayed are the D scalings: ITPA (dashed blue line) and JET TC26 HT  (solid blue line), and vertical 

lines indicate the approximate location of  �̅�𝑒,𝑚𝑖𝑛 for each species with the matching colours. 3c) corresponding Prad as a function of 

�̅�𝑒 and 3d) Psep displayed as a function of �̅�𝑒,𝑒𝑑𝑔𝑒. Densities shown in units of 1019 m-3. Short-lived H-modes are marked with “+” 

signs. 
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magnetic characteristics, an n=0 m=1 low frequency 

oscillation, and it is often used to identify  L-H transitions.  

The Deuterium L-H threshold data, blue squares in Figs. 4, 

is a mixture of earlier L-H experiments, often with feedback 

controlled density and modulated NBI, and more recent data, 

with gas feedforward and NBI power steps. The two types of 

experiments give comparable results in D. The TC26 scaling, 

marked with a solid blue line in Figs 4a and 4b, is quite close 

to the Deuterium Ploss datapoints. This is not surprising since 

that scaling was based on the JET-ILW high density branch D 

data available at the time for that plasma shape. The ITPA 

scaling is displayed with a dashed blue line. We have 

attempted to obtain D L-H transitions at higher fGW, since 

datapoints near fGW=0.7-0.8 are of most relevance for JET 

scenarios and for ITER, but we run out of experimental time 

in D: high density transitions are more complex to perform, 

they require large amounts of gas throughput and there is a 

small margin between the L-H threshold and a density limit 

instability. An additional complication is that the increased 

neutral pressure produced by the increased gas injection that 

aims to raise the density results in more efficient pumping, 

thereby requiring greater injection. For high density L-mode 

plasms, the gas required to achieve a given target density value 

increases quadratically with target density. 

The T and DT data was obtained with gas feed-forward and 

NBI steps. T is displayed with magenta diamonds, DT with 

gold stars. It is clear that as we move from D to DT to T 

plasmas the value of density at which PLH is minimum, �̅�𝑒,𝑚𝑖𝑛 ,  

drops, as well as the corresponding PLH,min. Next to each DT 

datapoint we display the Tritium ratio, nT/(nH+nD+nT), at the 

time of the L-H transition. Near  �̅�𝑒,𝑚𝑖𝑛(𝐷𝑇) both Ploss and Psep 

are very similar for 57% and 71% levels of Tritium 

concentration.  

Both Ploss and Psep data display an ordering of the PLH data, 

with Tritium obtaining the L-H transition at the lowest powers, 

a little higher in DT, and higher in D. The differences are not 

very large, especially between DT and T at higher densities. 

The change in �̅�𝑒,𝑚𝑖𝑛  has interesting consequences: in T at 

�̅�𝑒,𝑚𝑖𝑛(𝑇)  a transition is observed with only 1 MW of NBI, 

while in DT, at �̅�𝑒,𝑚𝑖𝑛(𝐷𝑇), 2 MW of NBI are required, and 

in D at  �̅�𝑒,𝑚𝑖𝑛(𝐷) 4 MW of NBI are required. This suggests it 

might be useful to consider a Tritium rich plasma at the start 

of the H-mode transition for DT pulses in ITER or DEMO to 

facilitate H-mode access, if it is found that the power required 

to access H-mode is larger than expected. Further, a T-rich 

plasma would have better absorption of RF heating, as 

discussed in [40].  

At the moment the strategy to enter H-mode in ITER in DT 

is to start the pulse in D, to save T, then increase Tritium level 

to that similar of D and apply higher D-NBI and RF heating. 

In the present plan this could be in the current flat top or during 

the current and density ramp, to take advantage of the reduced 

threshold and ne,min at lower plasma current and the more 

gradual increase of alpha heating in those conditions. In the 

alternate scenario we propose, entry into H-mode at low 

density and low PLH in a T-rich plasma would lead to a rise in 

density due to the H-mode, without additional T injection. 

This lower PLH  with higher T concentration, and increased RF 

absorption, needs to be balanced with possible increased 

radiation in a T-rich plasma, the lack of alpha heating after H-

mode transition until the D density is raised and the possibility 

of  increased T-throughput per pulse when such approach is 

followed. Detailed simulations will be necessary to ascertain 

which route is most promissing, and to which scenariosit  may 

apply best. Indeed such an approach was considered in the 

ITER Research Plan [24] (see section 2.6.5.3) as an option for 

better control of H-mode access in the long pulse and steady-

state scenarios should 50-50 DT plasmas present complex 

control issues in this phase. 

The accessible window for H-mode in SPARC has been 

shown to be sensitive to the L-H threshold power (cf. fig 2 in 

[41]) and a lower threshold associated to a T-rich plasma 

would open a wider DT operational window at full field and 

current. This may well be true for other fusion devices as well. 

For DT plasmas we have fitted the experimental profiles, 

using them as input to TRANSP interpretive simulations. We 

found good agreement between database evaluations of 

absorbed power and TRANSP results. We established that for 

DT plasmas Pfus is at most 50 kW, smaller than the expected 

errors in the measurements, making no significant 

contributiom to PLH evaluation. 

In Tritium at the lowest densities large bulk radiation 

contributes to large Ploss, but Psep also clearly shows that these 

plasmas are in the low ne branch. Large bulk radiation is likely 

due to enhanced W sputtering in Tritium bringing impurities 

(often Be, sometimes W) into the plasma and cooling it. Below 

�̅�𝑒=2×1019 m-3 the L-H transitions took the plasma into M-

mode, and often into brief H-mode states, denoted with “+” 

signs. ELM-free phases followed by clear ELMs only took 

place above �̅�𝑒=3.3×1019 m-3. At that density the Tritium 

plasmas are already in the high density branch. 

In these NBI heated plasmas, as long as density is not too 

low, radiation is small, typically of order 0.5 MW, as shown 

in Fig. 4c.  

For this dataset, in D, we tested injection of CD4 as a 

possible means of increasing signal and acquire edge Charge-

Exchange Ti and Vtor measurements (the natural level of C 

impurities in the plasma dropped below detection after C was 

replaced by Be walls and W divertor). We found that an 

amount of CD4 that was still insufficient to provide good 

quality edge CX measurements increased Psep at the same 

 fGW �̅�𝑒 �̅�𝑒,𝑒𝑑𝑔𝑒 Ploss Psep Paux 

D 0.44 3.8 3.0 4.6 4.3 4.0 

DT 0.37 3.2 2.3 3.3 3.0 2.0 

T 0.30 2.6 2.0 2.3 1.75 1.0 

Table 1. Values of  �̅�𝑒,𝑚𝑖𝑛 for the 3T 2.5 MA Horizontal 

target dataset.  
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density by at least 1 MW. We decided to do L-H experiments 

without CD4 injection and therefore without edge CX 

measurements, rather than struggle to deconvolve Carbon 

effects from other dependencies of PLH.  

At this toroidal field it is possible to measure the radial 

electric field, Er, with Doppler reflectometry. The analysis of 

Er profiles before the transition, and hopefully of Er evolution 

along the power ramp for these plasmas will be the subject of 

a future publication. We have began the study of the possible 

relationship between �̅�𝑒,𝑚𝑖𝑛  and the ion heat flux for this 

dataset, continuing earlier work in D in JET-ILW [39]. 

3.2. The 2.4 T 2 MA PLH dataset 

This is our most studied dataset in D, since experiments can 

be executed at relatively low power, allowing the study of L-

H transitions with either Rf or NBI heating, while at the same 

time the magnetic field is high enough to enable reflectometry 

measurements of density profiles and Doppler reflectometry. 

At this field and current  PLH can be low enough that ohmic 

L-H transitions were observed in Tritium, and it is also 

possible to obtain L-H transitions with RF heating alone. The 

plots shown in Fig. 5 display NBI and RF transitions in D and 

T, as well as an Ohmic transition in T near  �̅�𝑒,𝑚𝑖𝑛 . 

 

Fig. 5: 2.4T 2MA dataset, with NBI heated plasmas displayed as in Fig. 4. RF heated plasmas represented by lighter 

colours and smaller symbols, as shown in legend. Tritium Ohmic L-H transitions are magenta asterisks, transitions to 

short-lived H-modes marked by “+” signs. Densities shown in units of 1019 m-3. 
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For RF heated plasmas the RF frequency was 42 MHz, 

which locates the H resonance at R=2.6 m, near the normalised 

poloidal flux surface ΨN= 0.16, inboard of the sawtooth 

inversion radius in the high field side. This avoids large 

sawteeth, which could bring a dominant term to PLH at low 

density. 

The Ploss plot in Fig. 5a shows similar power thresholds for 

NBI and RF in D. As shown in 4c, radiation is much higher 

for RF heated plasmas both in D and T. This is likely due to 

higher sputtering produced by RF sheath effects, and/or by RF 

heated fast H ions. Once radiation is discounted, Psep for D is 

lower for RF heated plasmas than for NBI heated plasmas, but 

the difference is negligible in T plasmas. In T plasmas in the 

high density branch some H-modes are not steady (displayed 

with “+” signs): as the density rises with the H-mode, the 

radiation increases and the plasma drops out of H-mode. When 

Prad is removed (Psep in Fig. 5b), the data points fall in line with 

the conventional transitions. 

Table 2 shows �̅�𝑒,𝑚𝑖𝑛  values, but there is vertical scatter in 

the data. We will later on choose a higher density as the bottom 

of the high density branch, to ensure we only label as high 

density branch datapoints that show an increasing trend of Psep 

vs. �̅�𝑒. 

Again the TC26 scaling matches the D data better than ITPA 

2008. We failed to obtain higher �̅�𝑒 points, which might have 

improved the identification of the �̅�𝑒 scaling coefficient. 

In Deuterium plasmas at this field and current Er 

measurements have shown comparable profiles at the 

transition at similar ne, regardless of heating method, NBI or 

RF [33] More strikingly, in D the Er profile doesn’t appear to 

evolve along the power ramp, despite the fact that the electron 

pressure gradient does increase (in magnitude) with power. 

For this field and current we have also analysed the effect of 

plasma configuration on the L-H transition [34]. It was found 

that the edge perpendicular flow was significantly affected by 

changes in the divertor configuration in the region inside the 

separatrix, without providing an explanation for the very 

different power thresholds. 

We recall that for this dataset it has been shown [6] that 

�̅�𝑒,𝑚𝑖𝑛  and PLH decrease with plasma current, Ip: with 

Ip=2 MA, �̅�𝑒,𝑚𝑖𝑛=2.9×1019 m-3 and PRF=1.8 MW, while with 

Ip= 1.5 MA, �̅�𝑒,𝑚𝑖𝑛=2.2×1019 m-3 (or less) with PRF=1.1 MW. 

In both cases fGW=0.42. That D data supports the ITER 

strategy of entering H-mode at low current and density. We 

have no data on the possible Ip dependency of PLH in T or DT. 

3.3. The 1.8 T 1.7 MA PLH dataset 

This dataset allows us to compare PLH for H, D and T 

plasmas, the largest isotope range. It has already been 

presented in part in [7], [10], [11]. We have obtained a few 

additional datapoints in D and DT, which help us complete the 

description of our results. We do not address here the scans in 

Tritium concentration in plasmas with varying concentrations 

of H and T, described in detail in [10] and [11].  

Results are displayed in Fig. 6, as for the previously 

presented datasets. We see that in H Ploss is minimum at 2.92 

1019 m-3, while Psep has a minimum at 3.14 1019 m-3.  

As before, we see that TC26 reflects accurately the Ploss 

threshold of the high density D branch. Since for D plasmas in 

the high density branch Prad is small, Psep is also close to the 

TC-26 scaling, below the ITPA one. In terms of Ploss we see 

little difference between threshold values for D, DT and T 

plasmas in Fig. 6a, and both are much lower than the H values. 

When radiation is subtracted in Fig. 6b we observe that Psep(T) 

< Psep(D) in general, and both < Psep(H), with the possible 

exception of the high density NBI heated datapoint marked 

with a black circle (discussed later), especially when viewed 

as a function of edge density, in Fig. 6d. It does appear that RF 

heated plasmas in T have lower Psep than the NBI heated ones. 

The most striking feature of this dataset  is that NBI heated 

Hydrogen plasmas exhibit much higher PLH than RF-heated 

ones [8], [5]. Until recently we have considered two possible 

explanations for it, based on the impact of the heating method 

on the Er profile. On the one hand, if NBI induces co-rotation 

in the plasma, and if the radial electric field is dominantly 

given by the v×B term, then co-Ip NBI might reduce the Er 

well depth, as reported in [35]. On the other hand, if Er is 

dominated by the ion pressure gradient, RF H majority heating 

may deepen the Er gradient more effectively than NBI heating 

[10]. Alas, we lack edge CX rotation measurements, and for 

this dataset we also lack Er measurements (the field is too 

low). But maybe impurities provide another explanation: we 

have recently learned that the H-NBI heated H plasmas had 

significant Cu content, which may have affected L-mode 

confinement and therefore the power threshold [36]. This 

could explain the fact the NBI heated plasmas had larger 

radiation in H than in D and T, although it doesn’t explain why 

Psep is also higher for these NBI heated H plasmas.  

The RF heating scheme for H plasmas was H-majority 

heating, 2nd harmonic resonance at 51 MHz, at R= 3.19 m, 

 fGW �̅�𝑒 �̅�𝑒,𝑒𝑑𝑔𝑒 Ploss Psep 
Paux 

D 0.45 2.9 2.2 2.7 2.0 1.8 

T 0.33 2.3 1.5 2.4 1.3 0 

Table 2. Values of  �̅�𝑒,𝑚𝑖𝑛 for the 2T 2.4 MA Horizontal 

target dataset.  

 

 
fGW �̅�𝑒 �̅�𝑒,𝑒𝑑𝑔𝑒 Ploss Psep Paux 

H 0.54 3.1 2.3 5.3 4.0 7.7 

D 0.38 2.2 1.6 1.7 1.5 1.0 

T 0.40 1.4 0.8 1.1 0.9 0 

Table 3. Values of �̅�𝑒,𝑚𝑖𝑛  for Psep in the 1.8 1.7 MA 

Horizontal target dataset. 
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outboard of the magnetic axis. Instead, in D and T plasmas we 

used  Hydrogen minority heating (typically nH/ne<5%), 1st 

harmonic resonance at 33 MHz, resonant at 2.46 m. Typically 

in these pulses the inversion radius was at 2.63 m inboard and 

3.25 m outboard. Off-axis deposition was chosen to ensure 

small, frequent sawteeth, which is a beneficial situation for L-

H transition studies, since often sawtooth arrival at the edge 

can trigger transitions. 

In RF-heated H plasmas radiation is dominated by medium 

Z impurities (Ni, Cu), brought in by the interaction between 

plasma and antennae. In general RF sheath rectification effects 

especially at the lowest densities and for the heavier isotopes. 

This might explain why radiation is high for RF heated T 

plasmas at medium densities, and for D at low densities.are 

known to accelerate all ions in the SOL, even more so in D 

and T plasmas, possibly increasing Be and W sputtering,  

In Tritium we observe ohmic transitions for densities below 

2.5×1019 m-3, fGW=0.4. Ohmic heating can’t be controlled 

externally without changing the plasma current, and Ploss is 

quite flat as a function of density from 0.25 to 0.4 nGW. We 

have no information on a low density branch in this case. At 

higher densities we observe large radiation in RF-heated T 

plasmas, about half of it attributable to W.  

 

Fig. 6: 1.8T 1.7 MA dataset, as in Fig. 4 and 5. Additionally NBI heated H points are red circles, RF heated salmon 

smaller circles. Scalings and ne,min marked as in Figs. 4 and 5. Densities shown in units of 1019 m-3.  Next to the DT 

datapoints is the Tritium concentration before the transition.. The point marked with a large black circle is discussed later 

in conjunction with Fig. 7. 
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The highest density NBI heated T transition (marked as a 

large magenta diamond surounded by a circle in Figs. 6) took 

place on the second power ramp of the plasma pulse, and W 

had already penetrated in the plasma core after the earlier H-

mode phase. That transition is illustrated in Fig. 7 (blue 

vertical dashed line at 18.08s), showing that its preceding L-

mode had profiles typical of W-poisoned plasmas, with 

peaked ne profiles and somewhat hollow Te, quite different 

from the pre-transition profiles from the transition in the 1st 

power ramp, at 10.075s (same as in Fig. 3). The study of this 

particular outlier lead us to investigate the relationship 

between the core and edge line averaged densities, �̅�𝑒 and 

�̅�𝑒,𝑒𝑑𝑔𝑒 respectively with the pedestal density, �̅�𝑒,𝑝𝑒𝑑. A 

comparison of line averaged densities with the corresponding 

density profile in Fig. 7e) shows that for the L-H transition in 

the first power ramp, marked in magenta, �̅�𝑒 is a good proxy 

for the pedestal density, while �̅�𝑒,𝑒𝑑𝑔𝑒  is too low to represent 

the pedestal height, as discussed earlier. When the profiles are 

atypical, as in the black and blue times and profiles that have 

strongly peaked density profiles due to W contamination, we 

observe that the relationship between  �̅�𝑒  and pedestal density 

changes:  �̅�𝑒 is now considerably higher than the pedestal 

density, due to the excessive contribution from the plasma 

core. In all cases  �̅�𝑒,𝑒𝑑𝑔𝑒 remains too low to caracterise the 

pedestal density, but it provides a more local measurement, 

unaffected by the W poisoning. 

4. Comparison to scalings 

For each dataset we have identified the density beyond 

which Psep clearly increases as density increases: the bottom 

of the high density branch, called �̅�𝑒,𝑏𝑜𝑡𝑡𝑜𝑚. It can be higher 

than �̅�𝑒,𝑚𝑖𝑛 for three reasons: sometimes the PLH minimum is 

quite flat, or there is vertical scatter in the measurements, and 

in some cases the minimum hasn’t been identified (for 

instance, the ohmic transitions in Tritium). The values for each 

dataset and species are displayed in Table 4. A linear fit of the 

bottom density values of D datasets to Btor results in the 

function f(Btor)=1.35 Btor-0.277 with R2=0.99, and Psep at the 

minimum Psep,min= 2.307 Btor -2.936 with R2= 0.88. If instead 

we base the fits on plasma current, Ip, we obtain f(Ip)=2.012 Ip 

-1.195 with R2=0.998, and Psep,min=3.571 Ip-4.779, with 

R2=0.956.  This is consistent with the evidence of lower PLH 

at lower Ip at low densities. We lack dedicated L-H 

experiments to explore the dependence of  �̅�𝑒,𝑚𝑖𝑛 on Ip for 

fixed Btor. 

Having established which datapoints belong to the high 

density branch we display them together as a function of 

density in Fig. 8. To simplify the figure we don’t distinguish 

RF and NBI heating as we did in Figs. 4-6.  

In Fig 9a and 9b we compare Ploss and Psep with the isotope 

adjusted ITPA scaling.  

𝑃𝐼𝑇𝑃𝐴,𝑖𝑠𝑜 =  0.049 𝑛𝑒20
0.72 𝐵𝑇

0.8𝑆0.94(2 𝐴𝑒𝑓𝑓⁄ ) 

as described in [10]. We see in Fig 9a and 9b that both Ploss 

and Psep are considerably lower than the ITPA scaling, for all 

species. But as discussed earlier, due to the large radiation of 

T plasmas, we find it more productive to consider Psep, which 

 

Fig. 7: Tritium L-H experiment with double power 

ramps. Fig. 7a) at the top shows T-NBI power and Prad, 

7b) Balmer  light, 7c)  �̅�𝑒 and �̅�𝑒,𝑒𝑑𝑔𝑒. Vertical lines 

mark in magenta the time of the 1st L-H transition 

(tLH=10.09s), in black a time at the start of the 2nd power 

ramp (t=16.88 s), and in blue the time of the 2nd L-H 

transition (tLH=18.09s). Fig. 7d) Te profiles and 7e) ne 

profiles for those times, with the same colour coding, 

across the plasma mid-plane. The values of  �̅�𝑒 and 

�̅�𝑒,𝑒𝑑𝑔𝑒 are shown as in Fig. 3, as coloured horizontal 

lines. They are the same for black and blue profiles. 

 Btor Ip fGW �̅�𝑒 �̅�𝑒,𝑒𝑑𝑔𝑒 Ploss Psep 

D 3.0 2.5 0.44 3.8 3.0 4.6 4.3 

DT 3.0 2.5 0.37 3.2 2.3 3.3 3.0 

T 3.0 2.5 0.30 2.6 2.0 2.3 1.75 

D 2.4 2.0 0.45 3.1 2.6 3.5 2.7 

T 2.4 2.0 0.33 2.3 1.5 1.3 1.1 

H 1.8 1.7 0.54 3.1 2.3 5.3 4.0 

D 1.8 1.7 0.38 2.2 1.6 1.7 1.5 

T 1.8 1.7 0.40 2.3 1.4 1.4 1.0 

Table 4. Values of density at the bottom of the high density 

branch, in Horizontal Target plasmas with corresponding 

fGW, Ploss and Psep in H, D, T and DT L-H transitions in JET-

ILW 
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is near 60% of the ITPA expectation. As discussed in [10], this 

is in part due to the reduced PLH in metal wall devices [4], [23], 

and in part due to the fact that we are subtracting radiation, 

while the ITPA scaling was originally derived for Ploss, with 

plasmas that had low radiation. Aside from a possible 

correction factor to take into account these known 

dependencies, we find that the datapoints with the highest 

leverage on the density scaling are the ones with highest 

threshold: D in 3T 2.5 MA at the highest densities and NBI-

heated H at 1.8T 1.7 MA. This suggests that future 

experiments in H and D might complement our data very 

usefully. 

The comparison of our data and the isotope-adjusted TC26 

scaling is displayed in Fig 10a, 10b. As is to be expected, 

TC26 fits the Deuterium Ploss data quite well (it was based on 

the Ploss(D) data available at the time), but both T and NBI-

heated H data escape above its predictions. If we compare Psep 

to TC26 we see that only NBI-heated H and a couple of T 

points are above the dashed line that is 20% higher than the 

scaling, and only the 2.4 T RF-heated D data escapes below 

80%.  

To better display our data range, we show Psep vs TC26 in a 

log-log plot in Fig. 11 from 1 to 10 MW. Here we better 

appreciate that the lowest threshold DT point, at the lowest 

density at 1.8 T 1.7 MA,  is 20% below the TC26 expectation, 

and there is quite some scatter in the RF-heated T data. On the 

other hand, the 3T 2.5 MA DT points line up quite well with 

it, except the one at �̅�𝑒,𝑚𝑖𝑛  which is nearly 20% above.  

In general, although it is clear that T has lower threshold than 

D, lower than H, it remains unclear if the assumption that the 

isotope dependence of PLH is proportional to (2/Aeff) is 

quantitatively correct. We would have to analyse the data 

presented in this article in conjunction with the study of the 

power threshold in Hydrogen+Tritium mixtures before 

 

Fig.8: a) Ploss and b) Psep as a function of  �̅�𝑒 for all datasets. Darker shades and/or larger symbols correspond to higher 

Btor, Ip. Red circles are H, Blue squares are D, Magenta-pink are T, and orange stars are DT. 

Fig. 9 a) Ploss and b) Psep compared to the isotope adjusted ITPA expectation, and also displaying 60% of isotope 

adjusted ITPA scaling. 
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arriving at clear conclusions on PLH isotope scaling.  

5. Discussion, conclusions and future work 

The plots shown in Sections 3 and 4 clearly illustrate that the 

isotope adjusted ITPA scaling overpredicts Ploss and Psep 

required for the L-H transition in the  JET-ILW. But here we 

must recall that in JET both Ploss and Psep can be at least a factor 

of 2 higher in Corner or Vertical Target configuration, so we  
cannot use the predictions from Horizontal Target plasmas on 

their own to modify the ITER guidelines for L-H power 

threshold evaluations until that effect is understood. The same 

can be said of the lower than predicted Psep thresholds in RF-

heated D plasmas, still not understood.  

Deriving a new scaling from all the JET-ILW isotope data is 

far from trivial, and is beyond the scope of this manuscript, as 

we need to investigate configuration effects further before 

extrapolating from Horizontal to Vertical Target plasmas. 

It is very clear from our data that �̅�𝑒,𝑚𝑖𝑛  and the 

corresponding Psep,min observed in the Horizontal Target 

configuration depend strongly on Aeff, being highest for H, 

medium for D and lowest for T, for any given dataset, with the 

possible exception of the ohmic transitions in T at 1.8 T. This 

is in stark contrast with  AUG studies, in mixed currents and 

fields, which show no difference in �̅�𝑒,𝑚𝑖𝑛  between H and D 

[37], [38]. The AUG results have driven the assumption that 

in ITER �̅�𝑒,𝑚𝑖𝑛  is species independent, and near fGW=0.4. That 

value is in fact not so far off from our observations in D, 

reported in Table 3, but we do observe, against AUG and 

ITER assumption, that T has lower  �̅�𝑒,𝑚𝑖𝑛   and PLH,min than D 

in plasmas with auxiliary heating.  

The strong scaling of PAux,min with Aeff does suggest it may 

be easier to enter H-mode in T-rich plasmas in any future DT 

fusion devices and experiments. This may be aided by the 

observed  increased absorption of RF power in T-rich plasmas 

[40], if RF is applied during the L-H transition phase. 

Studies of PLH in H-T, DT mixtures compared to H and D 

plasmas are being published elsewhere [10], [11] and have not 

been reviewed here, but will need to be taken into 

consideration to make scalings and predictions. They were 

carried out only at 1.8T 1.7 MA in Horizontal Target plasmas. 

They show that PLH does not simply scale with Aeff, not even 

in the high density branch of a single dataset: at the same �̅�𝑒 

PLH(D) isn’t the same as PLH for a 50/50 mixure of H and T.  

The results presented here are the starting point for a variety 

of more detailed studies, especially in terms of investigating 

critical profiles (kinetic and Er) before the transition, and 

models for �̅�𝑒,𝑚𝑖𝑛  variation. Similarly to the work done for D-

only plasmas [39], work is underway to carry out a power 

balance analysis, characterise the role of ion and electron 

channels at the transition, and investigate if the ion heat flux 

can explain the changing values of �̅�𝑒,𝑚𝑖𝑛 in D, DT and T 

plasmas.  

Work is underway to use profile evolution information from 

these experiments to validate transport models and L-H 

transition models, and hopefully contribute to make physics-

based predictions of L-H threshold conditions. In particular 

the analysis of Er profiles before the transition, and hopefully 

of Er evolution along the power ramp for DT and T plasmas 

will be the subject of a future publication.  

In time, we aim to analyse the threshold data as a function 

of true pedestal density, probably more closely aligned to the 

physical mechanisms of the L-H transition. We propose to 

undertake a systematic study of the possible dependence of 

PLH on  �̅�𝑒  vs.  �̅�𝑒,𝑒𝑑𝑔𝑒 or �̅�𝑒,𝑝𝑒𝑑 , or even their gradients. It 

may help us understand the relative importance of local and 

global conditions on the transition itself. 

 

Figs. 10a) Ploss and 10b) Psep compared to isotope adjusted TC26, the dashed lines show 0.8 and 1.2 times the TC26 

expectation. 
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In forthcoming JET campaigns we hope to obtain a few 

additional data points to better characterise low and high 

density transitions. In D we will request data at 1.8T near the 

minimum, and both in D and T we would benefit from 

obtaining data above fGW=0.7, which is the lower bound of the 

typical H-mode operational space, and would provide 

information that most clarifies the density scaling of PLH. We 

also hope to obtain additional L-H experiments in D in the 

Corner configuration, typical of the record DT shots. Ideally 

an H campaign with H-NBI heating might allow us to 

understand the very high PLH of H plasmas, or correct our 

earlier observations, if the high threshold was due to excessive 

Cu content and its consequences. 

The effort of carrying out systematic L-H transition 

experiments in H, D, DT and T in the JET-ILW provided a 

wealth of data and we are just at the start of its analysis. We 

expect to increase our understanding of the fundamental 

physics of the beautiful phase transition between L and H 

mode, and finally challenge the various models of the L-H 

transition, as well as improve predictions for future devices.  
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