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Abstract:

During the DTE2 campaign in the JET tokamak we performed a parameter scan in T and
D-T complementing existing pulses in H and D. For the different main ion masses type-I
ELMy H-modes at fixed plasma current and magnetic field can have the pedestal pressure
varying by a factor of 4 and the total pressure changing from Sy = 1.0 to 3.0. Based on
this wide data set the pedestal and core isotope mass dependencies are investigated. The
pedestal shows a strong mass dependence in the density which influences the core due to
the strong coupling between both plasma regions.

To understand the key causes for the observed isotope mass dependence in the pedestal
it is important to unscramble the interplay between heat and particle transport and the
ELM stability. For this purpose we developed a dynamic ELM cycle model with basic
transport assumptions and a realistic neutral penetration. This model highlights that a mass
dependence in the ELM stability or in the transport alone cannot explain the observations.
One requires a mass dependence in the ELM stability as well as one in the particle transport.
Additionally, heat and particle transport require different mass dependencies.

The core confinement time increases with pedestal pressure for all isotope masses due to
profile stiffness and electromagnetic turbulence stabilisation. Additional to the general trend
we observe T and D-T plasmas with an improved core confinement time compared to H and
D plasmas even for matched pedestal pressures. For T a large part of this improvement can
be attributed to the unique pedestal composition of higher densities and lower temperatures
than H and D. With a reduced gyroBohm factor at lower temperatures more turbulent drive
in the form of steeper gradients is required to transport the same amount of heat. This
picture is supported by quasilinear flux driven modelling using TGLF-SAT2 within ASTRA
. With the experimental boundary condition TGLF-SAT2 predicts the core profiles well for
gyroBohm heat fluxes > 15, however, overestimates the heat and particle transport closer
to the turbulent threshold.

1 Introduction

For densities and temperatures typical for magnetically confined plasmas the most favorable
fusion cross sections are those of reactions between the hydrogen isotopes deuterium (D)



and tritium (T). Therefore, since the beginning of research with magnetically confinement
devices like tokamaks one question was always investigated: How does the mass number
of the main ions A impact the physics of the plasma? Since answering this question is a
fundamental requirement to transfer knowledge gained in experiments and modelling with
the lighter isotopes H and D towards D-T fusion plasmas. Early on it was quite clear that
the multitude of different observations [I] cannot be explained with just a single physics
concept, but they require the interplay of multiple mechanisms. One crucial challenge with
investigating isotope mass related physics is that in experiment it is extremely difficult to
vary just the isotope mass. The inevitable differences occurring in experiments might be
dominating the results, which makes it difficult to quantify the subdominant mass depen-
dence. Additionally, the relevance of these changes can vary depending on plasma regime.

In electron heated L-mode and Ohmic plasmas it was found that the mass dependence of
the electron-ion equipartition can cause a change in confinement time [2H4], just changing
the heating mix or mitigating the importance of the equipartition by reducing the density
will change this mass dependence. When the equipartition does not play a role the core
transport can be found without mass dependence [3].

In H-mode plasmas the coupling between core and edge is essential to understand the ob-
served plasma states [6]. We know that the H-mode pedestal shows a strong isotope mass
dependence where plasmas with heavier ions have higher pedestal top pressures [7HI5]. Con-
sequently, an experimental investigation of the core transport ideally starts with matched
pedestal conditions. However, to achieve this we need to offset the pedestal mass depen-
dence. Varying the heating power is one option [9,[10], however, then profile stiffness [16]
and the associated power degradation will play an important role causing the relative rele-
vance of A to decrease and the uncertainties in the measured mass dependence to increase.
Adjusting the gas fuelling to offset the edge mass dependence will also influence the global
confinement [6,I0,I3]. A third method which has been employed is adjusting the plasma
triangularity [I3l[15]. While the plasma shape can also influence the core heat transport [17]
it appears to be the least invasive of the three methods, since its impact on the pedestal is
more pronounced than the potential influence in the core.

With matched edge conditions we can find experimental regimes with a very weak mass
dependence in the core [7}8[I5] and those with a strong mass dependence [I3L[I8,[19]. In the
more recent studies with a strong mass dependence in AUG and JET-ILW plasmas [13[19]
this could be attributed to a higher fast-ion content in plasmas with heavier main ions.
These differences arise due to different heating methods and the mass dependence in the
fast-ion slowing down. This fast-ion turbulence stabilisation is also a potential explanation
why D-T supershots in TFTR exhibited a stronger mass dependence in the core than pulses
with less heating power [18].

The story of the mass dependence in theory is not less diverse than the experimental obser-
vations. Depending on the dominant turbulence type the mass dependence is expected to
be different. In general, theoretical mass dependencies are quantified relative to the micro-
turbulence or gyroBohm scaling [20] with the gyroBohm diffusivity x5 o< T3 A% /(RB?) or
the gyroBohm heat flux gzp o T%A%n/(PfBQ) where T' is the plasma temperature, n the
plasma density, R the major radius and B the magnetic field. Since this increased transport
with higher isotope mass is not observed experimentally, theory often tries to explain which
physics mechanisms can cause a gyroBohm breaking or anti-gyroBohm scaling - i.e. having
a heat transport which reduces with increasing mass.

For the ion temperature gradient driven turbulence ITG, which is also dominant in the core
of the plasmas discussed here, we expect a gyroBohm mass scaling only in the collisionless
limit [I32T]. Collisions, electromagnetic EM effects and E x B shearing v« p can introduce
mass dependencies [22] which can ultimately cause a gyroBohm breaking [2I]. Since the
importance of these mechanisms can greatly vary for different experimental conditions - i.e.
flat rotation profile vs. peaked rotation profile - so does the expected mass dependence. For
trapped electron mode turbulence TEM a weakening of the gyroBohm mass dependence
can be caused by zonal flow regulation of the turbulence when T, ~ Tj, for T, > T; the
mass scaling is again gyroBohm like [23].

In the plasma edge of L-modes, where the density gradients are steeper than in the core, colli-
sional drift waves can become dominant and the finite electron-to-ion mass-ratio dependence



of the nonadiabatic electron response introduces an anti-gyroBohm like mass dependence
of the transport [24,25]. In the H-mode pedestal also the temperature gradients increase
and electron temperature gradient ETG driven turbulence can contribute significantly to
the electron heat flux while showing no mass dependence [26]. However, for these H-mode
pedestal parameters the ITG turbulence drives strong anti-gyroBohm heat fluxes due to
differences of vgxp when varying the mass. In the steep gradient region the neoclassical
transport also contributes to the heat and particle transport and has a more gyroBohm
like mass dependence, such that in the total heat transport the opposite mass dependen-
cies cancel out [26]. The total particle transport retains the mass dependence of the ITG
turbulence since the neoclassical particle transport is mostly mass independent [26].

The unifying feature of all those theoretical studies is that no universal mass scaling of the
transport is expected, but the mass dependence will change with the actual plasma regime
that is considered. This is consistent with the variety of experimental observations and
highlights the importance to perform experiments using pure T and D-T mixtures and not
entirely rely on extrapolations from H and D plasmas. To quantify the impact of the isotope
mass on heat and particle transport it is important to minimize secondary effects due to
experimental differences and take the differences into account in the interpretation where
they are unavoidable. The dynamic nature of the H-mode pedestal with edge localized
modes ELMs and the coupling of the core and edge transport regions and coupling of
electron and ion transport channels are prime examples of interactions which need to be
taken into account. This results in a complex system of often non-linear interactions which
need to be modelled. The high fidelity theoretical models discussed above are not suited
for this purpose, where full radius flux driven modelling is required. Instead we rely on the
quasilinear TGLF-SAT?2 [27] model which does not simulate the full non-linear physics but
utilizes linear growths rates and estimates heat and particle fluxes based on a saturation rule
- here SAT2. SAT2 is optimised based on the solutions of non-linear CGYRO [28] simulations
over a wide range of parameters. However, it was calibrated on deuterium plasmas. While
this reduced model is not expected to capture the full physics it should reproduce the leading
contributions to heat and particle transport. Recently, an extension to the saturation rule 2
has been proposed in the form of SAT3 [29] which captures the gyroBohm breaking CGYRO
predicts for high density gradients a/Lpe > 2.0 [25]. a/L,e > 2.0 corresponds to the steep
gradient region in the pedestal which is in contrast to the core region with a/L,. < 1.0.
In the core also Sat2 captures the mass dependence suggested by CGYRO which is a bit
stronger than gyroBohm like [29].

State of the art would be to use integrated models which couple scrape off layer, pedestal and
core [30]. However, these lack flexibility in testing the individual mass dependencies and we
know that parts of the models do not capture isotope physics well. In particular, the pedestal
part of the model which relies on ideal peeling-ballooning stability does not reproduce the
observed isotope mass dependencies [I4]. Therefore, we investigate the pedestal and core
separately while also quantifying the coupling between both.

In section [2] we will describe how the experiments are performed in the JET tokamak
and discuss basic engineering constraints that arise when operating with different isotopes.
Section [] introduces and describes the analysis procedures used to obtain the presented
data. In section Ml first we introduce and apply a dynamic ELM cycle model to understand
the relative importance of transport processes and stability limits in the pedestal. Then we
utilize the TGLF-SAT2 transport code to investigate core-edge coupling based of transport
properties. Section [l gives an overview of the experimental observations in the pedestal
region and section [B] describes the ideal peeling-ballooning stability analysis of the pedestal.
The results of the experimental observations and the modelling are then discussed in section
[[l The following sections on the plasma core have a similar structure, first we describe
the observations in section B then report in section [@ on modelling with the quasilinear
TGLF-SAT2 model and show linear as well non-linear gyrokinetic GENE simulations. The
implications of experimental observations and core modelling results are discussed in section
The key results of this paper are then summarized in section [T}
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FIG. 1: Timetraces for a typical plasma pulse in T, from top to bottom plasma current I, and magnetic field By, auziliary
heating power Pxpr and radiated power P..q and average triangularity §, core and edge line averaged densities e and the
gas flow rate I', total plasma stored energy Wninp -

2 Experimental setup

The scenario used for this experimental study is a type-I ELMy H-mode with a plasma
current of [;, = 1.4 MA, a magnetic field of By = 1.7 T, an edge safety factor of gg5 = 3.7
and the corner-corner CC divertor configuration. This type of plasma has been extensively
studied at JET [6lTTT5]81H34] and its properties in hydrogen and deuterium are well known.
The main reasons for choosing this type of plasma is the relatively low heating power 12-15
MW required to reach high plasma pressure, this allows for a reasonable flexibility and
it is possible to scan the normalised total plasma pressure Sy from 1.0 up to 3.0. In
the CC divertor configuration, with the inner and outer strike points positioned in their
respective divertor corners close to the pumping ducts, low densities are accessible which
are required to reach high Sy. Additionally, the CC configuration is commonly used for most
experiments and consequently those divertor tiles are relatively clean which is beneficial for
the reproducibility of experiments. Experiments which utilize more uncommon divertor
configurations often need to spend time on conditioning the divertor tiles first to ensure
reproducible conditions.

Pulse setup: A typical setup for a plasma pulse is illustrated in figure [l In the current
flattop phase constant heating power is applied along with a constant gas fuelling. The
flattop is divided in a low triangularity § phase up to 14.0 s and a high § phase starting at 15.0
s. Highly shaped plasmas or those with high Oy tend to not reach the planned termination
due to impurity accumulation. The profile and transport analysis is then performed for the
longest stationary phase before the onset of impurity accumulation. These phases typically
have a length of > 107 where 7 is the energy confinement time, however, at Sx = 3.0 the
length goes down to 27g.

Heating: The auxiliary heating power by neutral beam injection (NBI) Pyp; for our data
set is varied from 3 up to 15 MW with the bulk of the experiments performed at 10 MW
which results in a type-I ELMy H-mode for all main ion masses. The NBI species is D for
most H and all D plasmas and T for the T plasmas. In DT both D- and T-NBI are utilized.
The power calibration for D and T NBI is accurate within 10% [35]. Due to the low plasma
density the NBI needs to be operated at reduced voltage < 100 kV and reduced power per
injector to avoid excessive NBI shinethrough. Along with the less than 100% availability
of the neutral beams this prevented a sophisticated optimisation of the heating profiles for
the different NBI and main ion species. The power density to electron and ions due to NBI
as calculated with the NUBEAM [36] package within the TRANSP [37] code is illustrated
for the different isotopes with varying density and Pygr = 10 MW in figure 2l Despite the
lack of dedicated optimisation the heat profiles are well matched for py, > 0.3 for all three
isotopes and for H and T over the whole radius (for the definition of the radial coordinate
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FIG. 2: FElectron and ion heating for Pnpr = 10 MW for different isotopes and densities.
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FIG. 3: Electron and ion heating for Pxpr = 13 MW for T-NBI into T (JPN9922/) and D-NBI into D (JPN97512) at
similar densities.
see section B). The D pulses tend to have more peaked heating profiles in the very center.
However, due to the smaller volume for pyo, < 0.3 the central heating amounts only to 30%
of the total heating despite having more then 5 times the power density than at the outer
radii. The differences in the heating profiles are taken into account in the modelling.

At the higher heating powers 13 MW, which are required to reach high px, the heat depo-
sition is fairly similar due to overall higher plasma density. This is illustrated for D and T
plasmas in a matched density case in figure Bl Note the higher ion heating due to the NBI
in all cases. In the DT plasmas also a heating due to D-T fusion reactions might play a
role, however, for the parameters discussed here this is estimated to be only around 0.15
MW which is below 2% of the total heating power and will be neglected in the analysis.
The fast-ion pressure calculated by TRANSP for the density matched plasmas in D and T is
shown in figure[d while the relative fast-ion energy is quite similar with W /Wiy |p= 0.22
and Weast /Win |7= 0.24, there are differences in the fast-ion pressure gradients at the outer
radii.

Gas fuelling: The gas fuelling during the current flattop phase is done with divertor valves.
For the gases hydrogen, deuterium and neon the standard gas introductory modules GIMs
can be used, for tritium only the tritium introductory modules TIMs are available [38]. This
introduces an operational difference regarding fuelling with T compared to other gases. The
TIMs are farther away from the main plasma chamber, therefore, there is a considerable
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FIG. 5: Sequence of impurity accumulation in JPNI6830 at Sn = 2.55: stable electron temperature profile until 6.3 s,
influenced by 3/2 mode at 6.8 s, hollow T. profile at 7.6 s.
delay between the valve opening and the gas arriving at the plasma boundary. When using
TIMs the timing of the valve openings is adjusted to minimize an impact due to differences in
the gas flow. Details on the impact of this time delay can be found in [39]. The auxiliary gas
fuelling is adjusted depending on the plasma pressure, for moderate pressures of Sy < 2.2
the plasmas are quite resilient against impurity accumulation and we run the gas scans
with 3 different gas fuelling levels 0.8 - 10?2, 1.3 - 10%? and 1.8 - 10?2 particles/s. For higher
pressures Sy > 2.5 all of the plasmas develop MHD modes which have a negative impact
on the impurity balance in the plasma [40] which can result in a negative feedback loop
ending in a radiative collapse due to impurity accumulation. Such sequence is illustrated
in the form of electron temperature profiles in figure Bl Until a sawtooth triggers a n = 3,
m = 2 mode at 6.3 s the temperature profile is stable and peaked, then at 6.8 s the magnetic
island is visible in the temperature profile between a normalized radius of 0.4-0.6. Already
37y later so many high-Z impurities have accumulated in the core to result in a hollow T
profile. At the magnetic field of 1.7 T no favourable source of local heating is available at
JET to stop this negative feedback loop. It does not help that at these densities the T
pulses tend to have less central NBI heating than their D counterparts. Therefore, in the
presented experiments the impurity control is done via the gas fuelling which impacts the
ELM frequency frrm. With a sufficiently high frrm the impurity flux arriving in the core
is moderated down to tolerable levels. Consequently no fixed gas fuelling rates are applied



for the high gy plasmas.

Isotope purity: For the comparison of plasmas in H, D and T the goal is to have the
highest possible isotope purity which is achievable with the JET Be/W wall. However,
a perfectly pure plasma is experimentally not feasible. All plasmas will have a minimum
of 1-2% hydrogen which can be a lecacy of H fuelling to facilitate ion cyclotron minority
heating or from the H prefill gas used for the T plasmas. Some of the hydrogen plasmas
presented here were performed during the D campaign, therefore, while the D was cleaned
of the walls by H-D mixture experiments in advance, some residual D remained. Still a more
relevant impact was the usage of D-NBI in these plasmas to achieve higher NBI power than
possible with H-NBI, where technical issues limit the maximum NBI power to 10 MW [I1].
This resulted in concentrations of nyu/(nm + np) ~ 0.9 with the hydrogen and deuterium
densities nyy and np. Still for all metrics discussed in this paper these plasmas exibit no
differences to plasmas with higher H concentrations. For the T campaign more time was
allocated to clean the vaccuum vessel of residual D in order to reduce the 14 MeV neutron
production to below 1%, due to D-T neutron budget restrictions for the following DTE2
campaign. Concentrations of ny/(ng + np + nt) > 0.98 where achieved. Additional to
the main hydrogenic ions the plasma contains low-Z impurities which can dilute the main
plasma and are mainly beryllium, carbon and neon. Due to the metallic wall the impurity
content is generally quite low. We find the effective charge number Z.g, as measured by
visible Bremsstrahlungs spectroscopy, with Zeg < 1.5. There have been some issues with the
calibration of this diagnostic, however, due to the overall low impurity content the impact on
the ion density profiles due to uncertainties in Z.g is expected to be well below 10%. High-
Z impurities like tungsten do not dilute the main plasma due to their low concentrations,
however, they contribute to the radiated power as discussed below.

Plasma shape: Another parameter that is varied in the experiment is the plasma shape,
in particular, the plasma triangularity ¢ which is known to have a significant impact on
the pedestal for these 1.4 MA, 1.7 T plasmas [34]. While changing the triangularity extra
care was employed to keep the divertor configuration constant and the strike points in the
corner position. Effectively this means only the upper triangularity is varied, while the lower
triangularity remains the same. This is relevant because changing the strike point position
will have a considerable impact on the fuelling characteristics [41]. The flux surfaces of
the two shapes which are used in this work are illustrated in figure [6l The corresponding
triangularities are low § = 0.20...0.25 and high § = 0.29...0.32 where the variation within
each set is due to the Shafranov shift of the plasma center with different plasma pressures.
Where we define the average triangularity as § = (dup + dow)/2 with the upper triangularity
dup and the lower triangularity djow. Since djow is kept constant most of the variation in
the average 0 originates in changes of d,,. Note that this variation of ¢, while it has an
impact on the plasma, is not comparable to the impact of a high § up to 0.6 in a machine
like DITI-D [42]. A directly measurable impact due to the different ¢ is in the particle flow
balance between inner and outer divertor. Langmuir probe data suggests that the ion fluxes
towards the inner divertor decrease by 10-100% with higher § while the fluxes to the outer
divertor stay the same within the uncertainties of +£30%.

Radiation: The core radiated power in these JET-ILW plasmas is dominated by the high-7
impurity tungsten which contributes about 95% of the total radiated power. From obser-
vations in H and D we expect the particle and thereby also the impurity confinement to
increase with larger main ion isotope mass. To mimic the impurity behaviour of a plasma
with a heavier isotope experiments with a lighter isotope but higher triangularity were ex-
ecuted. This works quite well for H and D, a high § H plasma has the same bulk radiated
power Pradbulk @s a low 6 D plasma. However, despite D and T having a smaller relative
mass difference, the high § D plasmas designed to mimic low § T conditions still exhibit
lower bulk radiation than their T counterparts. In figure [{ an overview is given for all
three isotopes, the high § T plasmas partly suffer from impurity accumulation as discussed
above, therefore, the scatter of Praq bulk is larger there. Despite similar auxiliary heating
power, the T plasmas will have lower heat fluxes by 0.5-1.0 MW. Most of this difference
is expected to originate from the edge plasma with pyo, > 0.7 which accounts for 70% of
the total radiated power. This is shown in figure [8] where we compare thomographic recon-
structions of bolometer measurements for H and T plasmas with a pedestal density match.
To take the different radiation into account we introduce the power over the separatrix
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Psep = Pheat - aW/at - Prad,bulk; where Pheat = Pnbi + Pohm; with Pohm being the ohmic
heating power, the changes in the stored energy 0W/0t are negligible during the stationary
phases discussed here.

3 Analysis procedure

Profile diagnostics: The main profile diagnostics utilized for this work are the Thomson
scattering HRTS [43] and charge exchange spectroscopy CXRS [44]. The HRTS yields reli-
able electron density ne and temperature T, profiles up to the separatrix with sufficient time
resolution to resolve ELM cycles. The core CXRS diagnostic measures the ion temperature
T; and toroidal rotation frequency wi,, of impurity ions and for selected cases also from the
main ions. The main impurity used for CXRS is neon, which is puffed in small quantity
during the flattop to enhance the measured CX signal. Due to the ITER like wall ILW
with Be and W plasma facing components the intrinsic content of carbon is generally too
low to be useful for CXRS measurements. Due to a dedicated edge CXRS system 7; and
wior are available reliably up to the pedestal top, information about pedestal gradients and
separatrix values is only available under optimal conditions which was not the case for the
entire database discussed here.

Coordinate mapping: The profile data is mapped from real space to flux coordinates
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FIG. 8: Radiated power density profile for a H and T with the same auziliary heating power at matched densities (cp.
figure [{2).
using equilibrium reconstructions with the EFIT code. This procedure can introduce sig-
nificant uncertainties and even discrepancies, therefore, we tested the mapping of equilibria
with different levels of sophistication.

The magnetics only reconstruction labeled EFIT typically underestimates the Shafranov
shift of the plasma center due to the missing pressure constraints, which becomes partic-
ularly important for high gy plasmas. Also the reconstructed separatrix shape is found
to be inconsistent mainly below the midplane. This becomes evident in the data of diag-
nostics which measure below the midplane up to the separatrix like the HRTS where the
profiles need to be shifted up to several cm to be consistent with the expected separatrix
temperatures of Tt sop = 100 eV. Taking the electron pressure from HRTS measurements
into account in an EFIT reconstruction is called EFTP, this improves the consistency of
the equilibrium reconstruction significantly and necessary profile shifts remain below 1 cm.
The EFTP reconstruction is available for all pulses and is therefore used for the coordinate
mapping of measurements throughout the paper. However, the EFTP reconstruction is
only based on the electron pressure while T; = T, is assumed and the fast-ion pressure is
neglected. To test the impact of this assumption we did EFIT++ reconstructions, which
utilize an iterative work flow. We map and fit the experimental profiles n., T¢, T; using the
magnetics only EFIT, then run TRANSP to determine the fast-ion pressure which then gives
the best possible approximation of the total pressure profile. This is then used as input for
the equilibrium reconstruction which gives the improved equilibrium EFIT++. This new
equilibrium is then used to map the diagnostic data again. The results for a plasma with
T; > T, and ~ 20% of fast-ion content is shown in figure[] (a) and illustrate that a significant
discrepancy can arise in the core when the profiles are compared on normalized poloidal
flux coordinates with ppo = \/(1/1 — Yaxis)/ (Ysep — Yaxis) where ¢ is the poloidal flux and
Yaxis and sep the respective values at the magnetic axis and the separatrix. In figure
(b) it is shown that this discrepancy is avoided when the normalized toroidal flux label
Pror = /(& — Paxis)/(Psep — Paxis) is used instead, where ¢ is the toroidal flux. Therefore,
we will use the normalized toroidal flux label p¢, for core profiles throughout the paper and
only plot comparisons on pp1 for the pedestal where the potential discrepancy due to the
missing fast-ion pressure in the EFTP equilibrium is minimal. Note that the discrepancy
between EFTP and EFIT++ is expected to be most severe for high fast-ion pressures, in
the shown example Wt /Wi ~ 0.2.

We utilize an additional type of equilibrium reconstruction which relies on MHD markers
like the sawtooth inversion radius or the position of a mode with known mode numbers.
These MHD markers are then used in an EFTP equilibrium to constraint the g-profile and
run with enhanced spatial resolution. An accurate g-profile is particularly important for
the gyrokinetic simulations discussed in section [@] therefore, this type of equilibrium was
used as input for the gyrokinetic simulations.

ELM synchronisation: If not stated otherwise all shown profiles are ELM synchronised
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FIG. 9: Mapping of the Thomson scattering data onto flur coordinates pyo1 (a) and pror (b) done with different equilibria

for JPN9922.
and the pre ELM data is shown. The ELM synchronisation is done relative to the rise of the
Be II line intensity measured in the divertor which is used as ELM indicator. All profiles
are sorted in time relative to the next ELM and profiles which are within a 2-3 ms time
window up to the ELM crash are selected as pre ELM. The time window will slightly vary
depending on the ELM frequency fgrm, the length of the available stationary phase as well
as the availability of HRTS laser pulses relative to the ELMs. When ELM frequencies are
shown those are also determined using the Be II radiation where the frequency is determined
via the mean of the time between two adjacent ELMs frim = 1/ (AtgrMm), uncertainties are
then determined as one standard deviation of the Atgrv distribution. This means a small
uncertainty of fgrm corresponds to fairly regular ELMs, while a large uncertainty stems
from more irregular ELMs, e.g. smaller ELMs in between more regularly occurring larger
ELMs.

Profile fitting: The temperature and density profiles are fitted using a modified hyperbolic
tangent function [45] which uses a hyperbolic tangent to fit the pedestal and is connected to
a 3rd order polynomial in the core and 1st order polynomial in the scrape off layer. On the
magnetic axis 0f/Opior = 0 is used as boundary condition, where f is the fit function. The
angular frequency w is fitted using a spline with free knot locations and Ow/dpior = 0 on the
magnetic axis, additionally, curvature changes are penalized in the very center pyo, < 0.2
where the data quality tends to degrade due to low impurity content. Uncertainties on
profile data are determined statistically using the distribution of experimental data over
the stationary time intervals selected for analysis. No systematic uncertainties, e.g. due
to diagnostic calibration, are taken into account. When determining the pedestal width
and gradients we will employ a bilinear fit [46] on only the edge data. For the density this
method yields similar values than an approach with modified hyperbolic tangent fit, for the
temperature the values can vary. The reason for this is the relatively gradual change of
the temperature inside of the steep gradient region which causes the pedestal width to vary
by a factor of 2 depending on the regularisation imposed by the fit function and the radial
range of experimental data included in the fit. We fit the data between p,o = 0.70 and the
foot of the pedestal which is typically at ppo1 = 1.01. The pedestal width A is then defined
as the distance from the pedestal top to separatrix.

Doppler reflectometry: The power measured by with a reflectometer using a Doppler
backscattering DBS technique can be a proxy for the density fluctuation level n/n at the
scattering layer in the plasma [47]. We are using the correlation reflectometer [48] for this
purpose by utilizing only the main probing frequencies fyrobe. This is the Doppler V-band
with frequencies of 48.8...74.0 GHz in X-mode. One full sweep takes 286 ms covering
14 distinct frequencies in this range. At the magnetic field of 1.7 T this correspond to
densities of ~ 1.2...3.0 - 10* m~3 as determined with ray tracing. This means at low
densities we probe the plasma from inside the pedestal top, over the steep gradient region
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FIG. 10: Measured power spectra by Doppler reflectometry for different probing frequencies.

nearly up to the separatrix. Measured power spectra for different probing frequencies are
shown in figure While we see a clear Doppler shift when probing the plasma inside of
the pedestal top, the Doppler peak vanishes for fyone corresponding to the steep gradient
region. Only a relatively symmetric spectrum remains around zero frequency. This can
be explained by the very low turbulence levels in the steep gradient region which result
in a very low backscattered signal and allows signals from other sources to dominate the
spectrum. The source for the peak at zero frequency or zero rotation is most likely due
to normal incidence reflection from the plasma. Despite operating the reflectometer with
the main microwave beam tilted relatively to the flux surfaces to obtain backscattering
there can be components with normal incidents. This is either due to a wide main lobe or
due to side lobes and commonly observed for Doppler reflectometry [49]. Although, these
components are typically attenuated by 10 dB or more below the main lobe, the turbulence
level is higher at the normal incidence with k; ~ 0...1 cm~! compared to the expected
Doppler k; ~ 10...15 cm™! by at least 10 dB. To characterise the spectral power we fit
the spectra using a Gaussian parametrisation for each time point and then average over the
inter ELM phases for each frequency.

4 Coupling between transport channels and trans-
port regions

4.1 Pedestal transport model

As discussed in the introduction the consistent treatment of the different transport channels
and their interdependence is important. Therefore, we built a transport model using only
very basic well known physics constraints. The novelty in our approach is that we implement
those constraint in a coupled self consistent source driven full radius model including heat
and particle transport channels. The model is run within the ASTRA code which also
captures the temporal evolution. This allows us to understand trivial dependencies, which
otherwise might be obscured by the complexity of the non-linear interactions between the
transport channels. The purpose of the model is not to predict plasma parameters but to
illustrate the chain of consequences that changes will set off in a coupled environment such
as a fusion plasma. The physics ingredients of the model are

e A critical gradient model [50] determines the heat diffusivity x over the full radius up
to the separatrix.

e A pedestal transport constraint reduces the heat diffusivity when the local vgx g ex-
ceeds a critical shearing rate. A mass dependence can be introduced in the diffusivity.

e The particle diffusivity is coupled to the ion heat diffusivity over the full radius.
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FIG. 11: Ezpected influence of neutral penetration on the density profile in transport equilibrium, when varying separatriz
density (a), neutral fluz (b) or both (c).
e A 1D neutral penetration model [5I] calculates the particle source taking the ion mass
into account.

e An ELM cycle model is used which triggers a short (1 ms) phase of enhanced transport
when the maximum in the normalized pressure gradient max(«) exceeds a predeter-
mined critical value ayit.

The necessary coefficients and critical values are chosen with existing studies in mind but
ultimately arbitrarily to reproduce physically reasonable profiles and then scanned succes-
sively to document their impact. We distinguish between two general applications of the
model, the full model including ELM cycles and a transport limited case where a..it is cho-
sen so high that no ELMs are triggered. Note that results from transport limited modelling
often do not hold when ELMs are introduced, however, they help to understand the impact
of changes in such a coupled system.

The most important ingredient in the model is the transport mitigation above a critical
shearing rate vg«p which allows us to reproduce H-mode like profiles with steep gradients
in the edge. The width of this pedestal is determined by neutral penetration which acts
as seed for the electric field well that is responsible for the shearing rate. The pedestal is
then formed by the nonlinear cycle of transport mitigation due to vg« 5, steeper gradients
due to lower transport and consequently higher g« p. max(a) will reach an equilibrium
Oq in the transport limited case because we impose a radial smoothing of the diffusivity
to prevent local singularities. In the full ELM cycle case this would not be necessary as the
gradients are limited by the imposed awyit. €eq Will depend on the transport coeflicients
and the heat and particle sources.

Since we only simulate up to the separatrix we need to set the separatrix values Tt sep, i sep
and nesep as boundary condition. Consequently, the question arises on how to treat gas
fuelling in the model. Due to the direct influence of n sop O Y« p it makes a huge difference
whether 7 sep and the neutral flux I' are changed individually or together. In the model the
neutral flux is introduced via neutrals no[10®m~?] with a fixed energy of 5 eV. The results of
scans in ne sep and ng are shown in figure [Tl for the density and in figure [2lfor the pressure.
Increasing ne sep reduces ygxp and will result in higher transport and consequently lower
density and pressure. Increasing ng or I' increases Vn, and therefore vgx p and will reduce
transport and increase density and pressure. Modifying both at the same time will increase
the density at constant pressure. This illustrates an important concept which we will call
fuelling efficiency. It describes the efficiency of depositing particles within the plasma while
keeping ne sop constant. The fueling efficiency is different to general fuelling where n s, and
I' change simultaneously. Improving the fuelling efficiency will be beneficial for confinement
while normal fuelling can have a detrimental impact.

In the neutral penetration model the ion mass plays an important role and a lower mass
will result in higher densities due to deeper neutral penetration. Since this is opposite to
experimental observations, we allow for a mass dependence in the edge transport. In figure
different cases are shown with y o« A" where y = —1, —%,0. A linear dependence on
the ion mass is required to reverse the density dependence. Note that the changes in the
transport model due to the mass are enhanced by the self consistently calculated v« p. In
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FIG. 12: Ezpected influence of neutral penetration on the pressure profile in transport equilibrium, when varying separatriz
density (a), neutral fluz (b) or both (c).
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FIG. 13: Expected influence of a mass dependence in edge heat and particle transport with x o< A" on the pedestal density
in the transport limited case.

the case without mass dependence (1 = 0) H would have a ~ 70% higher pedestal pressure

than T while with mass dependence (x = —1) H does not even reach half of the pressure

found in T. The profiles are shown in figure [[4] and highlight the strong impact of a mass
dependence in the pedestal transport.

When using 4 = —1.0 for the edge diffusivity, we find that, for lower mass or higher
transport, changes in the fuelling efficiency play a more important role. This is illustrated
in figure[I3] where ayax in equilibrium is plotted against the neutral flux for different masses
and 7 sep- In the model the hydrogen case with higher transport falls back to L-mode like
profiles while tritium retains a pedestal for the same inputs. The relative impact of the
fuelling efficiency is plotted as the variation of the pedestal pressure ppeq. For low transport
-i.e. T and low nescp - the change of ppeq is negligible while it can be over a factor of 2 for
high transport - i.e. H and high n¢ sp.- The impact of the fuelling efficiency propagates via
YEx B turbulence mitigation in the edge, consequently, it should have no effect in regimes
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FIG. 14: Ezpected influence of a mass dependence in edge heat and particle transport with x occ A" on the pedestal pressure
in the transport limited case.
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FIG. 16: Ewvolution of density (a) and temperature (b) during an ELM cycle at ptor = 0.92 for different ccrit and an
Qeq = 3.8.

where this mechanism of turbulence mitigation is not relevant - like in L-mode plasmas.

The transport limited simulations are of educational value as they illustrate basic nonlinear
interactions between the particle and heat transport channels. However, those steady state
solutions are likely not stable against peeling ballooning modes and when ELMs are the
limiting factor the results can change significantly. To illustrate the basic features of these
ELMy simulations we start with a transport limited, u = 0 case with an a.q = 3.8, activate
the ELM crash model by having it < aeq and vary o, below this upper bound. The
result of this ey scan is shown in figure I8 for lower et the pedestal density and
temperature are naturally lower just before the crash, where the density varies more than
the temperature. Additionally, the ELMs become smaller and more frequent. The reason
for the higher fgry stems from the non-linearity of the vp«p transport model which is
best visible in the temperature recovery time traces. After the crash the pedestal is near
instantaneously refilled with energy from the core which help to start the bootstrap loop
of increasing Ypxp and thereby reducing transport, followed by steepening of gradients
which in turn increase vygxp. This process slows down as au.x approaches the transport
equilibrium acq. The reason for the difference in ELM size is not directly obvious, as the
coefficients for the enhanced transport during the 1 ms ELM crash are the same in all cases.
This shows how the ELM frequency can change despite constant heat and particle sources.
In this picture the change of the ELM frequency with different heat and particle sources is
a result of aeq and acriy changing at different rates. In experiment type-I ELMs increase in
frequency for higher heating power and higher heating power should result in higher cq.
In figure [I7 the change of frrm With qeq/@cic is shown for an acyiy scan where aeq = 3.8.

The impact of a mass dependence in the edge transport model is illustrated for ELM limited
cases in figure I8 We find that the mass dependence in the edge transport model has very
little impact on the pedestal density and temperature. The main impact is visible in fgrm
which changes according to the impact on a.q, increased transport yields a lower frra in H
and reduced transport yields a higher fgyy in T. Due to the same it < ceq the pedestal
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pressure is the same for H and T, while the mass dependent neutral penetration results in

a higher density for lower mass.

Since the transport model discussed here is based on coupled heat and particle transport
changing et will not vary the ratio n/7T. A way to vary n/T at constant . is via
the particle sources or the fuelling efficiency ng as discussed above. Such a ng variation is
illustrated in figure T3 While changing the diffusivities via the mass exponent u again only
results in different fr1Mm, a reduction of the neutral source ng will significantly impact n/T
at constant pressure. A similar effect could be achieved by decoupling heat and particle
transport in the model.

Combining the effects discussed above we can construct a scenario where it and ng vary
with main ion isotope mass in such a way that the density is higher in T compared to D
and the temperature is the same for H and T. This is illustrated for the time traces of ELM
cycles in figure 20 and for edge profiles in figure Il In this particular scenario the pedestal
density and temperature before the ELM crash will reach the same values regardless of a
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mass dependence in the edge transport model and different fuelling efficiency.
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mass dependence in the heat and particle transport. The impact of the mass dependence
in the transport is found in the ELM frequency. For our example case with © = 0 shown
here ff\;/fE v = 2 and with increasing mass dependence p < 0 this ratio reduces. With
1 = —0.5 the ELM frequencies are the same for H and T. For ¢ < —0.75 the simulation with
otherwise the same parameters would yield an L-mode for H, i.e. aeq < 1.6. The parameter
which is not varied here is the separatrix density which would have an additional impact if
it is significantly different for H and T. However, a change of ne sep would not affect n/T in
the pedestal significantly since in our model heat and particle transport are coupled.

The key result is: when an ELM stability limited pedestal (cerit < @eq) is modelled with
coupled heat and particle transport a mass dependence in the transport will not impact the
profiles, only the ELM frequency. To change the profiles one can introduce a mass depen-
dence in the sources or the heat and particle transport require different mass dependencies.

4.2 Core-edge coupling

In an H-mode plasma it is often assumed that transport regions core and edge can be treated
independently. This is not too bad of an assumption when both core and edge parameters
are not varied a lot. However, for the data set discussed here this is certainly not the case
as the pedestal pressure is varied by a factor of 4 and the total pressure by a factor of
3. A known route how the global pressure can influence the edge is via 3 stabilisation of
peeling-ballooning modes [52], this is taken into account in the stability analysis presented
in section @l The edge pedestal itself will again influence the core plasma and the resulting
non-linear interaction can create complex feedback loops which were e.g. discussed in [6]
and are one of the main motivation for integrated modelling codes like IMEP which also
treat the scrape of layer [53]. For the interpretation of the parameter dependencies in our
data set it will be essential to understand the leading contribution that a variation of the
edge parameters will have on the core plasma. An important contribution stems from the
temperature scale length invariance or profile stiffness [54]. In the limit of infinite stiffness
we have VT /T = L}l = const which directly gives Teore X Tped-

Another contribution is due to the temperature dependency in the efficiency of turbulent
transport. This is generally associated with a gyroBohm or Bohm scaling of turbulent
transport. Depending on plasma regime and species the turbulence scaling is often observed
to be different [55]. However, all scalings exhibit a strong positive temperature dependence.
This means for a higher temperature a larger absolute amount of heat can be transported
with the same turbulent drive. Typically, the heat flux ¢ is then normalized to the turbulence
efficiency, in most cases, the gyroBohm heat flux ¢, or gyroBohm factor. For a purely
gyroBohm like turbulent transport the normalized heat flux ¢/¢.g should be constant for
a given turbulent drive VT'/T. For hotter plasmas the normalised heat flux goes down
and less turbulent drive is required to transport the heat out of the plasma. In this case a
higher pedestal temperature will result in a lower core contribution to the total pressure.
For the thermal stored energy Wi, we define the core Win core and pedestal Wiy peda as
Wth = Wth,ped + Wth,core-

In a realistic plasma the transport is neither infinitely stiff nor does it purely scale like
gyroBohm, therefore, we utilize the transport model TGLF-SAT2 to quantify the edge-
core coupling expected for these two contributions. For this purpose we run source driven
simulations of ne, Te and 7} within the transport code ASTRA and the boundary fixed at
pror = 0.85. This boundary condition is motivated by one of the T plasmas that will be
discussed in the next sections. We vary the boundary condition while keeping the heat and
particle sources constant. At 3 distinct pressure levels we vary the collisionality by scaling
temperature and density, which results in 9 different cases which are illustrated in figure 221
The impact of the stiffness and the gyroBohm factor partly cancel each other therefore a
variation of factor of 3 in the pedestal pressure only results in 40-60% increase in the core
stored energy. At constant pressure the impact of a lower temperature is more obvious as a
variation of a factor of 2 also yields an increase of Wiy core by about 50%. The correlation
of the turbulent drive with the temperature is illustrated in figure 23] (a) and shown for full
profiles in figure 23] (b).

To illustrate the significance of the impact the pedestal parameters have on the core trans-
port we compare this to the impact of the main ion mass. ASTRA/TGLF-SAT2 is run with
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for different main ion isotope masses and gas fuelling, but otherwise identical engineering parameters. In (a) the low 6
data is plotted and in (b) the one at high 6. The dashed lines are isobars at 1, 3, 5 and 8 kPa.

A =1 and A = 3 using the average parameters of the boundary scan. The resulting profiles

are shown in figure[24l We find a stronger density peaking with lower mass which has been

theoretically explained by a stronger turbulent particle pinch for the lighter isotope [56].

The temperatures are fairly similar with the only differences being due to the mass depen-

dence in the electron-ion equipartition. Since T; > T, more heat will end up in the electron

channel for lower mass, which is the reason for the reversal of ion and electron temperatures

with ion mass. Overall increasing the mass by a factor of 3 results in 19% reduction in

the core stored energy which corresponds to a mass scaling suggested by TGLF-SAT2 of

Wth,core X A_0'156-

5 Pedestal characteristics

Overview: We have two main sets of data in H, D and T, one at high gy =2.5...3.0 and
one at medium Oy = 1.4...2.5. The aim of the first one is to obtain a comparison at high
B~ with different isotopes and heating powers between 12 and 15 MW. At 10 MW of heating
and medium fyx we have more operational flexibility and scan gas puff and triangularity.
For the latter data set also a few DT pulses close to a ratio of np/nt ~ 50/50 are available,
although, only at constant low gas puff.

The gas puff scan at 10 MW of heating and low 0 is shown in figure 23 (a) and significant
differences between the three isotopes are observed. While for T the gas scan increases the
density at constant pressure, the increase of density in D is accompanied by a reduction
in pedestal pressure. In hydrogen the impact of the gas puff does not result in a higher
density at the pedestal top, but in the temperature and pressure dropping significantly.
This is evidence for a strong isotope mass dependence in the pedestal. This isotope mass
dependence does not follow a simple power law. If we were to express the mass dependence
of the density at low gas fuelling as a power law it would yield ne oc A%13 while at high
gas fuelling we find n, oc A%3%. From figure B3] (a) it is also evident that both scalings are
significantly different. Such a deviation from a single power law description is also observed
when varying the triangularity. At high J the pressure remains constant with gas fuelling for
all three isotope masses. This is quite different from the observation at low §, consequently,
the clear isotope mass dependence that was observed at low § is not observed anymore.
While at high 6 the T pedestal is still found at higher pressures compared to H and D, the
pressure differences between H and D are negligible, despite the larger mass ratio. Note
that at high 6 H and D pulses are found with a similar pedestal density and temperature
compared to the low § T pulses, which will become important for the comparisons in the
core.

At high By the interpretation of the overview plot of edge temperature and density, shown
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FIG. 27: Pedestal stored energy (a) and pedestal confinement time (b) plotted against the ELM frequency for 10 MW
plasmas in (a) and the whole database in (b).
in figure 26 is not as straightforward because we vary heating power, gas and shape at the
same time. The main goal to match temperature and density at the pedestal top for all
three isotopes was not achieved, however, we have a pair at constant pressure and one at
constant density. High pressure H plasmas are only achieved at high triangularity and with
D-NBI, the low pressure H points reached the heating powers above 10 MW with H-NBI
and ICRF heating and had low 6.

A very strong correlation is observed between the pedestal pressure and the ELM frequency.
Figure 27 (a) shows for a subset of the database at 10 MW that at lower pedestal pressure
the highest fgry are found. For the whole database a similar correlation between frrwm
and the pedestal confinement time g pea = Wih,ped/ Psep 18 visible in figure 27] (b). No clear
separation between the isotope masses is observed in this correlation, although, the lowest
pedestal confinement and highest fgry are plasmas with H as main ions which also have
the most irregular ELM frequency.

Density profiles: The pedestal electron density profiles for the gas scan at 10 MW and
low § are shown for H, D and T main ions in figure[28 Most striking is the density response
in H, where an increase in nesp with higher gas fuelling is observed, while the pedestal
top density is effectively unchanged. In D and T gas fuelling increases the pedestal top
density while the separatrix density appears to be less affected than in H, then the increase
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FIG. 29: Edge electron density profiles at high & for different gas puff levels and main ion mass: H (a), D (b) and T (c).

H: JPN97094, JPN97095; D: JPN97035, JPNI7036; T: JPNI987T94, JPNI8795, JPN10017T7
in pedestal top density is a result of steeper gradients. In D the data would support this, for
T it is not directly evident. Overall, at low  the changes in n¢ scp and Vn, are not sufficient
- given the available data quality - to pinpoint the cause for the pedestal top density values.
This is different at high §, as shown in figure where the higher pedestal top density
with larger gas fuelling is clearly a result of steeper density gradients, while the density at
the foot of the pedestal remains relatively unchanged. In particular, it is surprising that
the density is constant outside of the steep gradient region for all isotope masses despite a
variation in gas puff of over a factor of 2. In the picture of the pedestal transport model
discussed in section 1] this would correspond to an improved fuelling efficiency and higher
particle capacity at high . Note that for our database only data from Thomson scattering
is available which has relatively large uncertainties at low densities. Measurements of the
Li-beam diagnostic which would improve the accuracy of the SOL data where not available
for the full data set.

Temperature profiles: The temperature response to the changes of gas fuelling is quite
similar for different §, as shown in figure B0 for the low ¢ plasmas and in figure 3] for high ¢
ones. In particular, for H, even at constant pedestal top density, the temperature drops with
increasing gas puff as shown in figure[30] (a). For all three isotopes the temperature changes
are comparable and scale with the gas fuelling level, although the changes in density were
different for all isotopes. All the changes in the temperature pedestal top due to gas puffing
are a result of different temperature gradients. There are no indications for a significant
impact due to the pedestal width.

Impact of the isotope mass: When plotting engineering matched plasmas at high § with
all three isotopes as done in figure B2 for high § it becomes evident that the density pedestal
width shrinks while its gradient increases when the mass number increases. At the same
time the temperature pedestal seems to be the same within the uncertainties for all three
isotopes. However, the uncertainties are quite high since the temperature does not feature a
similarly pronounced pedestal top as observed in the density. The transition between steep
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heating, high §.
gradient region and the core plasma is more gradual. In figure B3] the pedestal widths in
real space coordinates are plotted against the isotope mass for low and high . The density
pedestal width reduces with higher mass at high § while it remains relatively constant at
low 8. The electron temperature pedestal width cannot be defined with the same accuracy
as the density pedestal width. However, the values suggested by the bi-linear fit shown in
figure B3] (b) are similar for all isotope masses which is consistent with the profiles shown
in figure B2 (b). Nevertheless, they are higher than the pedestal widths determined with a
modified hyperbolic tangent function, although both fitting methods are consistent within
their uncertainties.

The impact of gas fuelling on the density pedestal widths and gradients is shown in figure
B4l In T the pedestal width stays fairly constant while in H and D the pedestal becomes
narrower with higher gas fuelling. The narrowing of the pedestal is accompanied by an
increase of the density gradient which is larger than the reduction in the width. This leads
to the higher pedestal top densities observed at high ¢ and increasing gas puffing - also
shown in figure Due to the relatively constant An, in T, a smaller increase in Vn, is
sufficient to reach higher pedestal top densities when compared to H and D.

ELM cycle: To analyse the pedestal recovery after an ELM crash we investigate the H
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FIG. 36: Spectral power for H and T pedestals plotted against the probing frequency for a density and temperature match

(cp. figure[f2).
and T plasma at low gas and high § already shown in figure B2 where the H plasma has an
Jiia =60 £ 22 Hz and the T plasma fg;,; = 32 £ 24 Hz. In figure B3l the recovery of the
density (a) and temperature (b) pedestal at ppo1 = 0.97 is shown. Both H and T show data
up to 50 ms after an ELM crash which is the result of the irregularity of the ELM frequency,
however, the T pulse exhibits more data for longer inter ELM phases. This is due to the
lower average ELM frequency. The limited temporal resolution of the Thomson scattering
might obscure details of the crash, but the general trends should be recovered. The crash
of the density pedestal appears to be larger in T compared to H, but the relative crash size
is around 30% in both cases. The density recovers slightly faster than in T with the rate
of recovery reducing after 20 ms. The temperature pedestal in H and T has a fairly similar
ELM crash size and recovery characteristics as shown in figure 35 (b). The temperature at
Ppol = 0.97 has mostly recovered after 10 ms and only gradually increases afterwards.

Density fluctuations: As discussed in section [3] we use the spectral power measured by
reflectometry at normal incidence as proxy for density fluctuations with low wavenumbers
ki. While this will not yield absolute fluctuation levels without appropriate full wave
modelling of the diagnostic [57] the relative changes are expected to be robust. We compare
plasmas with matched pedestal gradients to minimise their impact on the measured signal.
The resulting spectral powers are shown in figure[36, which are clearly higher for H compared
to T for the whole steep gradient region. Even if the mapping from fyrone to a radial location
would cause a shift between the H and T data, the observation of higher spectral power
power in H would hold. Some of the H points at higher fi.obe are missing, because there
the Doppler shifted DBS signal starts to dominate again. This indicates that a different
part of the turbulent spectrum is observed which is not comparable any more.
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6 Pedestal stability

For the peeling-ballooning (PB) ELM stability analysis we use the ELITE [58] code. Due
to the lack of highly resolved ion temperatures in the pedestal T; = T, is assumed. While
this is the best assumption possible and at the pedestal top T; ~ T, is fulfilled, it could
introduce systematic uncertainties if V7; is significantly different from VT,, which has
been observed before in AUG [59] or DIII-D [42]. However, tests performed with 7} # T¢
showed a negligible impact on the results compared to the 7; = T, assumption [60]. The
ideal peeling-ballooning growth rates scale with the main ion mass, but are normalized to
the Alfven frequency wa. Therefore, when using a criticality condition of wa > 0.03 to
determine the stability, the mass dependence should cancel out. This was investigated in
detail for H and D [14], with the result that only a very small mass dependence is expected
from ideal peeling-ballooning theory. However, this mass dependence was far from sufficient
to explain the observations. A similar picture is found in our data set. In figure B7 for
each isotope mass, both low and high § cases are compared to the PB analysis based on
the experimental profiles. The small variation of the stability boundary with triangularity
is an indication that the pedestals discussed here are at the ballooning boundary, because,
the impact to the peeling-ballooning boundary is expected to be stronger. The stability
boundaries are consistently around a..i ~ 3 regardless of the isotope mass. The D plasmas
are found exceptionally close to the predicted boundary. The low § H pedestal is found more
in the stable region while both low and high 6 T pedestals are found to be unstable. To
illustrate the general quality of the PB predictions we quantify the quality with cexp/ccrit
as described in [6I]. The result is shown in figure B where a spread of ciexp/eris by over



a factor of 3 is observed. Additionally, there is no clear separation by isotope masses.
This indicates that the isotope mass is unlikely to be the only reason for these differences.
However, the weighting is still towards higher masses tending to be expected unstable, while
the pedestal with lower masses should be more stable.

7 Discussion of pedestal properties

A major difficulty in describing the pedestal physics stems from the highly dynamical na-
ture of this plasma region in the presence of ELMs. In such a situation the pedestal is
not necessarily in transport equilibrium. However, for the lack of a complete model it is
often assumed that before an ELM crash the plasma will be quasi stationary which then
allows us to determine transport coefficients which can be compared under different condi-
tions. Unfortunately, in H-mode ELMs exist which impose limits to the pedestal profiles
which are intrinsically independent of the transport properties. To be able to discuss the
relevance of our observations and what they teach us about the physics mechanisms under-
lying the pedestal we introduced a dynamic ELM cycle model in section EIl The model
uses an imposed ELM stability limit and simulates the ELM recovery based on a critical
gradient transport suppressed by vgxp shearing. The model has no predictive capability
but includes enough physics to help understanding the interactions that might govern the
pedestal. The competing mechanisms are the transport which is characterised by the maxi-
mum pressure gradient that can be achieved in transport equilibrium o.q - when ELMs are
switched off - and the critical pressure gradient a.,iy which triggers an ELM crash and is
imposed arbitrarily. In the model for a fixed acrit With acris < eq the transport proper-
ties are irrelevant in determining the pedestal pressure, but the ELM frequency is strongly
dependent on acrit/eq. The farther apart are acyis and aeq, the larger is frrm. With in-
creasing sources - heat or particles - the achievable a.q increases due to the self stabilisation
of transport via v« p, and if ae¢ does not rise in a similar fashion, the ELM frequency
increases, which is a basic property of type-I ELMs [141[62]. Experimentally we observe a
strong correlation between the pedestal confinement time and the ELM frequency, g ped
reduces with increasing fgrm. In the picture of our model a higher fgpy means the ELM
stability causes a larger gap between the unperturbed transport equilibrium and the ELM
limited aepit. Therefore, naturally one could expect a lower pedestal top for higher fgr-
Note that the ELM energy losses are simulated in this model but they do not have an impact
on the pedestal top values. We find that the ELM energy losses in the model scale inversely
proportional to the ELM frequency. Both of these model characteristics are consistent with
experimental studies on ELM power losses with different isotopes [I0L14].

In our ELM cycle model one route via which the isotope mass enters is the neutral pene-
tration. For constant neutral sources and no additional mass dependence on transport this
would mean in transport equilibrium we get higher densities for lower masses. This is due
to larger mean free paths of the lighter neutrals and therefore a higher fuelling efficiency.
However, with the existence of ELMs we are not in transport equilibrium. In fact, if there
is no mass dependence introduced via stability, the higher a.q - due to improved fuelling
efficiency at lower mass - would just result in larger fgry. For lower mass frrum is often
observed to be higher [14]. Although, this is nicely consistent, on its own it is not a very
strong argument.

A key assumption that we used in previous arguments [T4/T563] to highlight the importance
of inter ELM transport in setting the pedestal was that with the same gas puffing and similar
SOL densities we expect similar particle flow rates. Consequently, a mass dependence in
the transport is required to explain the higher densities observed for higher main ion mass,
despite the lower fuelling efficiency due to the shorter mean free path. However, with the new
data we acquired in particular at high J§, we have evidence that this assumption might not
be accurate. In our transport model it is straight forward to introduce a mass dependence
which gives a reversal of the density in the transport limited case, just as observed in
experiment. This also yields a higher pedestal pressure for higher mass and otherwise
constant parameters. However, the pedestal widens with increasing pressure. Additionally,
when activating the ELM crash model we now get higher fgpym for higher mass, because,
we reduced auerit/ceq. Experimentally, we actually observe a narrowing and steepening
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of the pedestal density with increasing mass and similar SOL densities. This change of
pedestal width is significantly outside of the uncertainties at high § when comparing H and
T. At low ¢ and between H and D this change is less pronounced. This narrowing of the
pedestal with higher density is a typical feature for a neutral penetration based pedestal
width model [64], however, most reported data sets do not follow this trend [46][65H68].
In our pedestal model with neutral penetration the narrowing of the pedestal is caused
by an improvement of the fuelling efficiency. Note our definition of fuelling efficiency was
an increase of particle source without changing nsp. The latter is important because a
higher ng., tends to reduce ygxp and therefore, increases transport. So in the model the
experimentally observed impact is not expected to be achievable with increasing the gas
puffing. Then the recycling particle flux remains a potential explanation, if this increases
with isotope mass it would alter the effective particle sources in the pedestal. While the
reflectivity of hydrogen isotopes on tungsten surfaces indeed increases with mass [69], this
effect is relatively small and detailed neutral modelling is required to assess its relevance.
Nevertheless, the impact on the density profile is more pronounced at higher triangularity
where the wall clearance is reduced. Correlated with this change in wall clearance we observe
a reduction of the particle flows towards the inner divertor. This could have an affect on
the recycling fluxes back to the main plasma. Recent SOLPS-ITER simulations for D-T
plasmas suggest that higher mass might be favorable in the distribution of neutrals in the
divertor [70]. This is attributed to changing effective diffusion of neutrals with different
masses when the diffusion is dominated by charge-exchange processes.

Still these mechanisms are not sufficient to explain the observed experimental profiles with
different isotope masses. We require a change in the pedestal pressure with main ion mass
which is only achieved by a mass dependence in the ELM stability or ae,i;. While the ideal
modelling we showed in section [l does not support such a mass dependence, this model
clearly fails to capture the experimental observations. However, stability modelling taking
also the resistivity into account does yield a mass dependence in g [60,[7I]. Such a
resistivity based model could be the basis for explaining the enhanced impact of the main
ion mass at high gas fuelling rates. Nevertheless, a mass dependent gy alone is also not
sufficient to explain the observed profile differences. If the heat and particle transport in
the pedestal are coupled - i.e. driven by an instability which affects both heat and particles
- then a change in gt should affect density and temperature in a similar fashion. This
is for example observed for triangularity changes in H. However, the density increases with
main ion mass at constant temperature. Differences in the fuelling efficiency or neutral
source with main ion mass could explain this. Alternatively, one would need different
mass dependencies in the heat and particle transport. In nonlinear GENE simulations
exactly such mass dependencies were reported [26], in the heat transport channel the mass
dependencies of turbulent ITG and neoclassical transport cancel each other, while in the
particle transport the ITG mass dependence remains dominant. If instead heat and particle
transport have the same mass dependence, this does not impact the pre-ELM pedestal top
values if the pedestal is stability limited. In such a case we cannot deduce a mass dependence
in the pedestal transport experimentally from pre-ELM measurements alone. However, if
a dynamic predictive pedestal ELM-cycle model were available, then the measurements of
the ELM frequency would allow to deduce the mass dependence in the pedestal transport.

The pedestal model also yields a picture for the dynamics of the recovery after an ELM
crash. The model results show similarities to the measured dynamic. The temperature
recovers most of its losses much faster than the density and has a slower recovery rate
afterwards. Unfortunately, the low time resolution of the measurements does not allow for
a more detailed comparison.

The differences with isotope mass discussed here are also consistent with estimates of the
heat and particle transport for pedestal studies at constant Sy at higher plasma current and
magnetic field [60], which is a method independent from the one presented here but with
similar conclusions. In the high performance hybrid discharges [39] the first ELM crash
after the entry to H-mode happens at a significantly higher pressure in T compared to D,
despite a very similar evolution of density and temperature at lower pressures. This is an
experimental indicator for a mass dependence in the ELM stability limit and a stability
limited pedestal.
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FIG. 39: Core thermal stored energy as a function of the pedestal thermal stored energy for 10 MW plasmas of a gas

puffing scan for different isotopes with low 6 only in (a) and also high § plasmas in (b).
Although, from the profiles analysis alone we cannot quantify the mass dependence in heat
and particle transport. There are observations in favour of such a mass dependent transport.
The reflectometer measurements showed a significant increase of the spectral power for H
compared to T which potentially corresponds to an increased density fluctuation level in
the pedestal for lower main ion mass. Further observations in favour of an isotope mass
dependence in the transport properties are related to L-mode [24] and L-H transitions [72-
[74] where the observed mass dependence cannot be explained with ELM stability. The edge
transport model we discussed was able to reproduce L-H transition like behaviour, where
the mass dependence in the threshold was introduced via the heat and particle transport.

& C(Core characteristics

The impact of gas puffing and shaping on the pedestal was discussed in section [l to better
understand the physics mechanisms setting the pedestal. Now we will utilise those pedestal
parameter scans to improve our understanding of the core plasma, in particular, the mass
dependence of heat and particle transport.

Medium (y overview (fOn < 2.5): The majority of the data was collected at 10 MW
of heating power and the gas scan at low § shown in figure (a) highlights the strong
correlation between the observed core and pedestal stored energies. A major drawback
of this subset of data is that it is separated by isotope mass and due to the edge-core
correlation is not sufficient for an experimental separation of mass and pedestal impact.
With the additional data at high § this correlation is broken and as shown in figure
(b) we find matched pedestal pressures for different main ion masses. The DT plasmas are
found with properties of the T rather than the D plasmas regarding the core and pedestal
thermal energies.

Engineering match: The profiles for H, D and T plasmas from an engineering match
are shown in figure As expected from the overview plot the density increase for higher
isotope mass propagates to the core, while the temperatures which are matched at the
pedestal remain the same within their uncertainties and 7; = T, for most of the radius. The
rotation the D plasma with D-NBI is the same as the one of the T plasma with T-NBI.
This is expected because the higher torque input from NBI injection with heavier neutrals
is mostly compensated by the larger inertia of the plasma with the higher main ion mass.
The rotation in H is higher because those plasmas were heated with D-NBI and therefore
have a torque input which is higher relative to the plasma inertia compared to having the
same species for NBI and main ions. As expected from the matched temperature profiles no
systematic isotope dependence is observed in the electron and ion heat diffusivities shown in
figure @Il We find y; ~ 2x. for most of the radius. Note that close to edge the x; values are
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T: JPNI98795.
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FIG. }1: Profiles of electron heat diffusivity (a) and ion heat diffusivity (b) for an engineering match at 10 MW, low § and
low gas puffing but different main ion masses. The thin lines represent the uncertainties. H: JPN97095, D: JPN97036,
T: JPNI8TI5.

as unreliable as the uncertainties suggest because no ion temperature gradients are available

for the pedestal.

Pedestal match: A match of the boundary at the pedestal is achieved when comparing a
low 6 T plasma to high § H plasmas with the same heating power but different gas fuelling.
The higher gas puff in H does not cause a degradation of the pedestal due to the high §
shape as discussed in section The resulting profiles are shown in figure which are
extremely well matched for ne, T, and T; for both isotopes with 7; = T,, while the toroidal
rotation is higher in H due to the D-NBI heating. Figure [43] shows again the electron and
ion heat diffusivities this time for the pedestal match. We find I > \T, but still similar
within the uncertainties, while x/' = xI' despite the uncertainties in VT}. Again y; about
twice as high as ye.

High pn (An > 2.5): Extending the data set to higher pressure is not as straight forward
as for 10 MW and medium Sy as discussed in section[3] therefore, we have fewer comparison
plasmas. This includes one T pulse (JPN99224) with Sy = 3.0 which is compared to a D
pulse (JPN97512) with matched density and Sy = 2.8 and a D pulse (JPN96830) at lower
density but matched total thermal pedestal pressure and Sx = 2.5. All pulses have the
same NBI heating power of 13 MW with similar power density profiles but higher radiated
power in T as discussed in section 2l The resulting profiles are shown in figure 4] for the
density match and in figure @3l for the pressure match. At high Ox we find T; > T, for both
isotope masses. The core temperature profiles for D and T have similar absolute values at
mid-radius even for different densities, however, the T pulse has lower pedestal temperatures
and features steeper gradients in particular for 7; and reaches higher core 7; than the D
pulses. Comparing the D pulses with each other shows that the higher density also results
in a higher pressure since the temperature does not drop equivalent to the density increase.
Since the radiation is different for these pulses we also investigate the heat diffusivities. For
the density match x. and x; are shown in figure 6] for D and T which are both the same over
the whole radius within their uncertainties for the different isotope masses. Additionally
Xe ~ Xi in the core. For the pedestal pressure match shown in figure @1 the situation is
similar for x. (a) which is matched between D and T, however, it is different for the ions
(b) where the D pulse with lower n, has a much higher y; than the T plasma. x; is most
different at the outer radii of pio = 0.4...0.8.

Entire database: For the entire database the core stored energy is not a good metric
because of the different heating powers which naturally give different Wiy core. Therefore,
we are using the core energy confinement time Tih core = Win,core/Psep- In figure the
dependence of Ty, core ON the boundary condition Wih peq is illustrated. For H and D plasmas
there is a clear linear correlation of 75 core and Wiy ped and a decent overlap for pedestal
energies between 0.6 and 1.0 MJ. H plasmas extend to lower pedestal energies and D to
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FIG. 47: Profiles of electron heat diffusivity (a) and ion heat diffusivity (b) for high Bn pulses at matched thermal pedestal

pressure in D (JPN96830) and T (JPN99224). The thin lines represent the uncertainties.
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higher energies. The DT and T plasmas show a steeper slope of their Tin cores Win,ped

correlation, resulting in higher core confinement times for the same pedestal energies. Still

at intermediate Wip peq ~ 0.8 MJ the data from all isotopes overlaps which corresponds to

the profiles for the pedestal match shown above.

9 Core modelling

In section we discussed known physics principles that can lead to differences in core
confinement properties based on changes of isotope mass and/or pedestal properties. In
this section we will quantify the theoretical expected contributions to assess where our
physical understanding is lacking and to what extent our existing models are adequate to
describe the observations.

9.1 ASTRA/TGLF-SAT?2

The core transport is simulated in flux driven simulations in the ASTRA transport code
[75L[76] utilizing the transport model TGLF-SAT?2 [27]. We simulate ne, T, and T} while wyo,
is fixed with its experimental profile. The boundary condition for the simulated quantities
is also taken from experiment and fixed for pio, > 0.85. The auxiliary heat source profiles
are taken from PENCIL [77] and PION [[78] and cross checked against NUBEAM while the
ohmic and equipartition powers are calculated by ASTRA . For the particle sources only
the neutral beam fuelling is taken into account while gas puffing and recycling sources are
assumed to be covered by the experimental boundary condition. The measured radiative
power is distributed over the radius assuming a flat impurity density profile. This is not
necessarily true, but we lack radially resolved impurity density measurements. Fast ions are
treated as non resonant species which effectively reduces the thermal ion density.

Pedestal match: For the pedestal match at medium Sy discussed in section [§the TGLF-
SAT?2 predictions match the experimental core profiles extremely well. This is observed for
H as shown in figure @9 as well as for T as shown in figure The density peaking and
Xi ~ 2xe as well as the difference in electron and ion temperature peaking observed for both
isotope masses are reproduced by the model.

High pn: For the plasmas at higher Sy the core profile prediction by TGLF-SAT2 is
worse than at medium Sy, however, not completely off. Again the observations are fairly
consistent for all main ion masses and also for all transport channels. TGLF-SAT2 predicts
too high transport so the resulting density and temperatures are lower than experimentally
observed. In the profile comparison shown in figure Bl for D and figure for T it is
evident that this difference already exists for pyor > 0.5. Interestingly, the TGLF-SAT2
heat diffusivities have x; > Xe as in the medium Sy cases while the high Sx experimental
heat diffusivities were similar for the electron and ion channel with x; ~ xe.

Entire database: We ran predictive ASTRA/TGLF-SAT2 simulations for all time slices

selected for analysis. To compare with the experiment we calculate Wt(llf) S)I;f) d Tt(g S)Ir‘:)

using the predicted pressure profiles and plot the latter against the experimental boundary
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condition. The result is shown in figure 53 and should be compared to its counterpart based
on experimental core data shown in figure@8 From this comparison it becomes evident that
TGLF-SAT?2 is able to reproduce two key features observed experimentally, the correlation
between the core confinement time and the pedestal pressure, as well as the separation of
DT and T plasmas from their H and D counterparts at high pedestal pressures. Despite
these agreements also systematic deviations are showing, in particular, at higher Wiy peq in
the form of a discontinuity in the experimentally linear trend of H and D data. Note this is
the same overestimation of transport already shown for the individual high Sy profiles.

For further investigation of this discrepancy we utilize the deviation of predicted and ob-

served core energies Wt(hT) S)I;f) / Wt(l?) 2(012 We find a strong correlation between Wt(hT) S)I;f) / tf 2(012
and the normalized total pressure Sy as well as the heat flux in gyroBohm units Qot/@sB
at pior = 0.5 as shown in figure TGLF-SAT2 overestimates the transport at high Sy
or low Qiot/QgB, Where the latter corresponds to a closeness to the turbulent threshold.
To gain additional insight regarding both correlations we added data with fx < 1.0 and
very low Qiot just for this comparison. These plasmas are at Pheat ~ 3...5 MW which is
closer to the L-H power threshold than the bulk of the higher fx pulses with Pyt > 10
MW. TGLF-SAT2 also overestimates transport for these plasmas, thereby, breaking the

B correlation, while being consistent with the Qo /QgB One.
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9.2 GENE modelling

To better understand the potential physics processes dominating the plasmas discussed
here we perform gyrokinetic simulations. In this section we present the results of local
linear and nonlinear gyrokinetic simulations with the GENE code [79]. GENE solves the
gyro-kinetic Vlasov equations [80,1] which are coupled with the Maxwell equations within
a 0f approximation. It uses a set of field aligned coordinates {z,y,z, v, u} where z is
the coordinate along the magnetic field line, x is the radial and y is the binormal one,
v is the parallel velocity and p is the magnetic momentum. The simulations are carried
out in the local limit using realistic geometry as discussed in section [ collisions enter
via a Landau-Boltzmann operator, finite-3 effects are considered with both B, and B
fluctuations, kinetic ions and electrons use the realistic mass ratio. External flow shear
vExp effects are only considered for selected simulations. Fast ions are not considered as
the fast-ion pressure profiles are relatively similar as discussed in section 21 No impurities
have been considered in the simulations since the experimental values of Z.g for these
pulse are low (Zeg < 1.5). Typical grid parameters in the non-linear simulations were
as follows: perpendicular box sizes [L, Ly| ~ [190,200]ps, phase-space grid discretization
[, Mgy Mz, My, M| = [384,64, 40,48, 16] and 0.15 < kyps < 1.00. In all the simulations, the
nonlinear fluxes are mainly related to the electrostatic potential ¢ fluctuations while the
contribution from the parallel magnetic potential A fluctuations are smaller (~ 5% of the
total fluxes). We focus the investigations on the high Ax discharges where TGLF-SAT2
overestimated the transport as discussed in section

Linear GENE modelling: Close to the plasma center at pior = 0.3 we find these high Sy
plasmas linearly stable against instabilities, this is due to strong EM stabilisation. When
we investigate at mid radius pyor = 0.5 ion temperature gradient ITG turbulence becomes
dominant. The normalized growth rates v(a/cs) for one T and two D plasmas are shown in
figure[55 (a), the T and D plasmas with matched pedestal density have very similar vy(a/cs)
while the D plasma with the pedestal pressure match - at lower density - is found with a 30%
higher growth rate. The main driver of this difference is the density. In figure[B3 (b) growth
rates from different simulations are shown for the pressure matched D plasma, one in its
nominal form, one with the main ion isotope mass changed to T and one with the density
of the T plasma. Changing to a higher isotope mass slightly reduces the growth rates (5%)
and thereby weakening the gyroBohm mass scaling from the normalisation. Increasing the
density has a more significant impact on the growth rates (20%).

Non-linear GENE modelling: The strong impact of the EM stabilisation is also observed
nonlinearly, as shown in figure B8 with a S, of ~ 2% the modelled heat fluxes are close to 0
for D and T. This is the case even without v« p effects being considered, which normally
would have an additional stabilising effect. The two T plasmas with the very different
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heat fluxes actually have the same ion temperature gradient lengths a/Lp; highlighting the
importance of EM stabilisation in these simulations. This is shown in figure 57 where the
two experimental points lie on top of each other, when plotted against a/Lp;. In this plot we
also see the expected trend with the turbulent drive a/Ly;. Indeed when a/Lp; is increased
for the high B, T case up to the limit of experimental uncertainties the modelled heat
fluxes are found at more realistic values. However, including vg« p effects again results in a
complete stabilisation of the turbulence and close to zero heat fluxes. Without vg« p effects
active the modelled heat fluxes are found to follow the gyroBohm scaling when varying the
mass number.

Unfortunately, the simulations performed for this publication remain inconclusive with re-
spect to the isotope mass. This is because we did not achieve a case with realistic heat
fluxes, while having the physics active which can potentially introduce a mass dependence.
The sensitivity studies expected to be necessary for a robust conclusion would require vari-
ations in fe, a/L7i, wior, radius and simulation domain size which would go beyond the
scope of this publication. Such a study will have to be presented in a future publication.

10 Discussion of core properties

Experimentally we can clearly distinguish the heat transport properties between the medium
and high Sy type-I ELMy H-mode plasmas. At medium Sy we find T; = T, despite higher
ion heating which is caused by x; > xe. This is accompanied by a relatively low density
peaking of 1.2. This is observed similarly in H and T plasmas with matched pedestal
parameters and consistent with the H and D comparisons already reported in [I5]. At
higher gy the ion and electron heat diffusivities are more similar x; ~ Xxe over most of the
radius, consequently, the higher ion heating by NBI results in 7; > T; at the same time the
density peaking increases to 1.5. This is mainly observed for high densities and then for D
and T alike. At lower densities, which could not be accessed in T, D plasmas are found with
Xi > Xe even at higher Sy and similar pedestal pressures than T plasmas at higher density.

We find that DT and T plasmas can have higher core confinement time than their H and
D counterparts at similar pedestal energies. Although, this could suggest an isotope mass
dependence in the core transport, we can reproduce the difference quantitatively with the
TGLF-SAT2 transport model. We observe deviations between TGLF-SAT2 and the ex-
periment, which will be discussed below, however, these deviations are the same for H, D,
DT and T thus we cannot infer a mass dependence for them. TGLF-SAT2 is based on a
gyroBohm mass dependence and yields Wiy core 0¢ A~0156 when taking the equipartition
into account. This is exactly the mass dependence of core confinement as observed in type-I
ELMy H-modes in the JET DTE1 campaign [§], where 7core oc A7%16 was reported.

One factor contributing to the apparent mass dependence in the core confinement is the
strong impact of core-edge coupling. A higher pedestal pressure will in general result in
an increased core energy due to profile stiffness. Additionally, a higher pedestal density
at constant pressure and therefore a lower temperature will reduce the gyroBohm factor
in the core and allow for a higher turbulent drive, i.e. temperature gradients, at constant
heat fluxes in MW. This argumentation is not necessarily valid for plasmas with features
which alter the core transport locally, like internal transport barriers ITBs or MHD modes.
Note that the experimental edge mass dependence is an input to the core simulations with
TGLF-SAT2 . So it is no surprise that TGLF-SAT2 can reproduce the indirect mass
dependence observed in the core so well.

So the fact that T pulses are generally found at higher pedestal densities than H and D
plasmas as discussed in section [ will directly impact the core performance as well. At high
O this is confirmed by comparisons with matched and different densities. The D plasma
with lower n but similar T, and 7; has significantly higher x; than its T and D counterpart
at higher density. The beneficial impact observed at higher density is supported by linear
GENE simulations which find lower growth rates at higher densities, while the influence of the
mass number is comparably small. Unfortunately, the investigation with non-linear GENE
simulations in the local approximation where inconclusive. The simulations suggest a strong
impact of the EM stabilisation on the turbulent heat fluxes, which would be an additional
mechanism where a high pedestal pressure might prove beneficial for core confinement as
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well. However, the modelled absolute heat fluxes are so far from the experimental values
that their relevance remains questionable. A sensitivity study to scan the experimental
inputs within their uncertainties is required to improve the significance of the results.

The systematic deviations observed between TGLF-SAT2 and the experiment, cannot be
resolved by introducing an additional mass dependence to the core transport model. A
convenient explanation would be the missing EM stabilisation in TGLF-SAT2 | which
could be responsible for the overestimation of transport at high Sx. For those plasmas the
GENE simulations highlighted the importance of EM stabilisation. However, we also find
overestimated transport at very low fn. While one could argue that these plasmas are
quite different from the main database, as they have very low heating power just above the
LH power threshold, there is another parameter where the deviation for low and high gy
aligns. This is the heat flux in gyroBohm units Qio1/Qgr. For low Qio/Qgr the transport
is overestimated by TGLF-SAT2 while its prediction is accurate for larger Qot/Qgn- This
does indicate that close to the threshold of turbulent transport the model cannot capture
the physics any more. TGLF-SAT2 predicts x; > xe for plasmas with x; ~ xe which
suggests a reason for the discrepancy could originate in the ion heat transport channel.
Additionally, TGLF-SAT?2 predicts a change of the density peaking with ion mass which
is not observed to such an extent in our data set. The measured density peaking is fairly
similar for different isotopes, but increases with plasma pressure. The medium Sy pulses
have a density peaking of ~ 1.2 which is predicted well by TGLF-SAT2 |, the high Sy pulses
have a stronger density peaking of ~ 1.5 while the prediction for those plasmas falls short
by about 20%.

We do need to add a disclaimer to the statement regarding the absence of an isotope mass
dependence on the core transport. While it is true for the type-I ELMy H-modes and the
relatively wide parameter scan we investigated here, it might change when other physics
mechanisms become important. One such effect which is well known is the turbulence
stabilisation by fast ions and the fast-ion content often varies with isotope mass [13]. In
particular, in the presence of a significant « particle population it is likely not negligible.
However, for the data set discussed here the fast-ion content is relatively low < 20% and
shows no systematic correlation with the main ion mass in the plasma. While we do expect
higher fast-ion content due to T neutral beam injection, the T plasmas are found at higher
densities and consequently lower temperatures which mitigates the difference due to the
mass in the fast-ion slowing down.

11 Summary

We presented the results of a three isotope scan H, D, T in type-I ELMy H-mode with vary-
ing gas fuelling, triangularity and a power variation that resulted in normalized pressures
Bn = 1.0...3.0. This data is complemented by D-T mixture plasmas with the same heating
and only minor variations in the total gas fuelling. For this data set we investigated the
pedestal characteristics and the core transport. In the analysis we focus on ways to provide
restrictions to theoretical models based on our experimental findings.

In the pedestal the data shows a strong mass dependence which changes with gas fuelling.
Low § H plasmas loose pedestal pressure with gas fuelling while not gaining in pedestal
top density. D plasmas also loose pedestal pressure with gas fuelling while the pedestal top
density slightly increases. Higher gas fuelling in T plasmas increases the density at constant
pressure. Consequently, we observe different isotope mass scalings for the pedestal density
depending on the gas fuelling level. This strongly suggests that a mass scaling is likely only
valid for the parameter range it was derived on. Extrapolations or applications to different
plasma scenarios need to be discussed with this in mind.

To understand the interplay of the different physics in the pedestal we developed an empirical
model based on vgxp turbulence mitigation and realistic neutral penetration with the
option to simulate ELM cycles. In this model a higher separatrix density due to increased
gas fuelling directly results in reduced pedestal pressure. However, this would be the same
for all isotope masses. Therefore, differences in the fuelling efficiency with the isotope mass
would be necessary to reproduce the observations of higher densities in T. With dynamic
ELM cycles it becomes clear that two ingredients are required to reproduce the observations:



a mass dependence in the ELM stability and a separation of heat and particle transport
which depends on the isotope mass. A mass dependence which acts equally on the heat
and particle transport channel would not change the pedestal density to temperature ratio
which is observed in experiment with changing mass number. Such a mass dependence in
the transport would only change the ELM frequency. As observed before the higher ELM
frequencies correlate with reduced confinement in our data set. Our dynamic ELM cycle
modelling suggests that higher ELM frequencies might not be the cause for the reduced
confinement, but the natural consequence of a more unstable pedestal. With a predictive
ELM cycle model one could potentially extract crucial information out of the pedestal
dynamics. This would require an integrated treatment of pedestal stability with a realistic
transport model.

The core plasma scales with the pedestal. A higher pedestal pressure directly improves the
core confinement of type-I ELMy H-modes. T plasmas are observed with a unique pedestal
composition of high densities and only moderately reduced temperatures. A consequence
is that plasmas with T can show an improved core confinement even for similar pedestal
pressures as H and D plasmas. This core-edge coupling is reproduced in flux driven TGLF-
SAT2 simulations, when the measured pedestal is set as the boundary condition. This
means that fairly basic physics mechanisms seem to be dominating this coupling. Although,
within our experimental uncertainties we cannot exclude that there might be an additional
mass dependence in the heat and particle transport the modelling suggests it is not crucial
to explain the observations. Note that in this context no mass dependence still means a
deviation from the pure gyroBohm scaling. Given the popularity of power law scalings
including the main ion mass, we want to stress that a scaling, which does not separate
core and pedestal parameters and includes pedestal parameters in the scaling for the core
properties, cannot be expected to yield good results when used for extrapolations.

Consistent with other studies as quoted in section [Il and those for the high performance
hybrid and baseline discharges [39,[82], we conclude that with varying main ion masses the
differences in basic parameters such as pedestal pressure, pedestal density or fast-ion content
can explain the bulk of changes in the core confinement. When minimising these differences
between plasmas with varying isotope mass also the differences in core confinement reduce.
Such an explanation does not work for the pedestal. To explain the observations in the
pedestal, we require an explicit mass dependence in the ELM stability and different mass
dependencies in heat and particle transport. The latter could be due to different properties
of the dominating transport processes or due to a mass dependence in the particle sources.

The implications from this work for larger machines like ITER are the following. The
buildup of the pedestal density and the particle transport and sources have significant
impact on the whole plasma and change rather strongly with isotope mass. However, it
is not directly clear how this translates to ITER where the SOL is expected to be opaque
meaning that the divertor and pedestal plasma become decoupled which is not the case in
present day devices [83l84]. In the core of the plasma we expect fewer surprises, the transport
is observed without strong mass dependence when other influences are minimised. One of
the state of the art transport models used for predicting future fusion devices TGLF-SAT2
does a good job to predict the isotope mass dependence of heat and particle transport. The
model does this by capturing transport effects which are indirectly connected with a change
of mass, but do not result from an explicit dependence of transport on the isotope mass. In
our dataset these indirect effects are introduced by the boundary condition. TGLF-SAT2
over predicts the transport in the regime of low gyroBohm heat fluxes which is a regime
most relevant for fusion plasmas due to their high temperatures. Lower transport in the
real plasma is in general a positive observation, still it leaves some uncertainties regarding
the applicability of this model in such regimes. One important difference in fusion devices
will be the high fast-ion population in the form of « particles, whose impact TGLF-SAT2
cannot describe at the moment. However, in our plasmas fast ions played a minor role,
therefore, we cannot contribute to this question. JET H-mode plasmas with higher fusion
rates and « particle population are reported in [39,[85]. In addition, ITER cannot have
type-I ELMs, therefore, investigations of the isotope mass dependence for pedestals with no
or small ELMs are required, which was not investigated here.

Experimental studies regarding isotope physics have one difficulty in common, the main
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isotope is never the only quantity that is changed in the experiment. We have highlighted
the importance of the coupling of transport regions which results in correlations between
different parameters. Also the coupling between the transport channels can become relevant.
In addition, there will be changes due to the execution of the experiment when operating
with different isotope masses. This means we are typically dealing with a transport problem
which is under determined given the amount of experimental freedom one has in a tokamak
plasma. Therefore, the experiments including the hydrogen isotope tritium presented here
are extremely useful, as they do add a new angle which helps to solve the transport problem.
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