
UKAEA-CCFE-PR(25)330

Alexandre Lhoest, Sasa Kovacevic, Duc Nguyen-

Manh, Joven Lim, Emilio Martínez-Pañeda, Mark R.

Wenman1

A mesoscale phase-field model of
intergranular liquid lithium corrosion

of ferritic/martensitic steels



Enquiries about copyright and reproduction should in the first instance be addressed to the UKAEA
Publications Officer, Culham Science Centre, Building K1/0/83 Abingdon, Oxfordshire,
OX14 3DB, UK. The United Kingdom Atomic Energy Authority is the copyright holder.

The contents of this document and all other UKAEA Preprints, Reports and Conference Papers are
available to view online free at scientific-publications.ukaea.uk/

https://scientific-publications.ukaea.uk/


A mesoscale phase-field model of
intergranular liquid lithium

corrosion of ferritic/martensitic
steels

Alexandre Lhoest, Sasa Kovacevic, Duc Nguyen-Manh, Joven

Lim, Emilio Martínez-Pañeda, Mark R. Wenman1

This is a preprint of a paper submitted for publication in
npj materials degradation





npj | materials degradation Article
Published in partnership with CSCP and USTB

https://doi.org/10.1038/s41529-025-00616-4

Amesoscale phase-field model of
intergranular liquid lithium corrosion of
ferritic/martensitic steels

Check for updates

Alexandre Lhoest1, Sasa Kovacevic2, Duc Nguyen-Manh3, Joven Lim3, Emilio Martínez-Pañeda2 &
Mark R. Wenman1

A phase-field model is developed to simulate intergranular corrosion of ferritic/martensitic steels
exposed to liquid lithium. The chromium concentration of the material is used to track the mass
transport within themetal and liquid (corrosive) phase. The framework naturally captures intergranular
corrosion by enhancing the diffusion of chromiumalong grain boundaries relative to the grain bulkwith
no special treatment for the corrosion front evolution. The formulation applies to arbitrary 2D and 3D
polycrystalline geometries. The framework reproduces experimental measurements of weight loss
and corrosion depth for a 9 wt% Cr ferritic/martensitic steel exposed to static lithium at 600 °C. A
sensitivity analysis, varying near-surface grain density, grain size, and chromium depletion thickness,
highlights the microstructural influence in the corrosion process. Moreover, the significance of
saturation is considered and evaluated. Simulation results show that near-surface grain density is a
deciding factor, whereas grain size dictates the susceptibility to intergranular corrosion.

The commercialization of fusion energy remains hindered by many over-
whelming engineering problems that need addressing prior to its imple-
mentation. A key one is the feasibility of breeding tritium in situ using
lithium-bearing materials. Liquid lithium (Li) provides unique benefits1,2.
The concern of radiation damage is eliminated as the breedermaterial is in a
liquid state, which offers greater flexibility and efficacy in the extraction of
tritium as the breeder material can circulate away from the extreme con-
ditions of the reactor. Furthermore, the inherent efficacious thermal prop-
erties of liquid metals indicate that one can operate at higher temperatures,
leading to greater thermal efficiencies3,4. Several potential candidates for the
optimum structural material for future fusion power plants are currently
being investigated, including ferritic/martensitic (F/M) steels and
vanadium-based alloys5–7. Each candidate material possesses its respective
advantages, yet owing to the worldwide expertise and generations of use in
the fission industry, many of the proposed designs have opted for F/M
steels8, thereby exploiting the high strength and low creep rate at elevated
temperatures, plus desirable irradiation performance9.

A limiting concern to the implementation of liquid Li as a breeder
material is the harsh corrosive environment it produces when in contact
with structural alloys, ultimately leading toweight loss and surface recession
(i.e., wall thinning) influencing the longevity of the structural material and
heightening the risk of accumulated activated material10. The corrosion of
alloys with liquid Li is solely based on physio-chemical processes, where the

principal mechanisms are solubility-driven dissolution, intergranular cor-
rosion (IGC), and mass transfer11,12. As such, the composition of the
structural alloy in contact with the liquid metal is a substantial factor in the
corrosion resistance, owing to the varying solubility limits of alloying ele-
ments differing by several orders of magnitude in some cases13. Further-
more, Li preferentially attacks grain boundaries (GBs) due to their
heterogeneity, tendency for chemical segregation, and precipitation of
secondary phases. The compatibility of F/M steels with liquid Li is heavily
correlated with the amount of Cr in the composition of the steel14. Cr is
preferentially leached from the structural alloy attributed to its compara-
tively heightened solubility limit14,15. The amount of Cr regulates the che-
mical activity of carbon in the metal by forming metallic carbides (i.e.,
Cr23C6). LiquidLi preferentially corrodesGBs as these regions are decorated
with carbides, relative to a tempered martensitic microstructure16. Once
exposed to liquid Li, these carbide precipitates become unstable and are
subsequently leached17 via the following reaction

Cr23C6ðsÞ þ 6LiðlÞ ! 3Li2C2ðsolÞ þ 23CrðsolÞ ð1Þ

resulting in a heavily chemically altered region18, commonly observed
through a phase transformation of the matrix from martensite to ferrite19.
Once the alloying elements in the immediate vicinity are depleted, resulting
in a chemical gradient, bulk alloying elements diffuse toward the corroding
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interface to replenish the lost material. Although the compatibility of F/M
steels with liquid Li at elevated temperatures has been experimentally
explored in depth20,21, showcasing its applicability, there still remains little
consensus on the dominant corrosion mechanism and the principal
microstructural features, that govern the corrosion process.

Evaluating IGC resistance and the long-term effects of materials
exposed to liquid Li presents significant challenges due to the unique con-
ditions of this corrosive environment. Numerical modeling can expand the
reach of experimental studies by providing insights and extending the
duration of experiments involving liquid Li under various conditions. Ide-
ally, these models can guide the design of materials optimized for liquid Li
environments and suggest strategies to minimize susceptibility to IGC.
Modeling the corrosion resistance of structural materials has been detailed
in abundance through various computational techniques, including
Lagrangian-Eulerian approaches22,23, peridynamics24,25, cellular automata
models26,27 and phase-field methods28–38. However, these are mainly used in
the context of uniform and localized corrosion and stress corrosion crack-
ing. As such, these models are limited in capturing IGC, assessing the
compatibility of liquid Li with F/M steels, and incorporating the micro-
structural influence on IGC. The synergistic effect of aggressive environ-
ments and underlying microstructures has been recently resolved in the
context of IGC39–43. Albeit these IGC models provide mechanistic predic-
tions and insight, they do not properly resolve the differing corrosion
kinetics in the grain bulk and GBs39–41, a key feature of liquid Li IGC. Other
models utilize multiphase-field formulations42,43 to distinguish between
GBs, grain interiors, and the corrosive environment. However, these
multiphase-field approaches inherently possess high computational costs.
Moreover, neither model surveyed the correlation betweenmicrostructural
properties and their influence on the IGCprocess. The presentwork aims to
develop a phase-field model to assess the IGC of F/M steels in contact with
liquid Li. As the underlying physicalmechanics in the corrosionprocess, the
diffusion process is differentiated between GBs and grain bulk, effectively
and naturally addressing the varying corrosion kinetics while keeping the
phase-field equation unaltered. An additional stationary parameter is
introduced to distinguish mass transport between GBs and grain interiors,
which reduces the computational cost intrinsically associated with
multiphase-field formulations.

The remainder of the paper is organized as follows. The underlying
corrosion mechanism of F/M steels exposed to liquid Li and the associated
modeling assumptions are presented in section "Methods". The chromium
(Cr) concentration of thematerial is used to trackmass transport within the
metal and liquid (corrosive) phase. The phase-field model is subsequently
derived from a generalized thermodynamic free energy functional. The
governing equations for the phase-field parameter and Cr concentration in

the system, as the primary variables of the model, are derived in a ther-
modynamically consistent way. GBs are differentiated from grain interiors
using an additional independent stationary parameter that allows for
incorporating representative diffusivities of Cr along GBs and grain bulk,
exploiting physical material parameters to capture IGC. The constructed
framework is calibrated and validated against experimental measurements
on a 9 wt% Cr F/M steel in contact with static liquid Li at 600 °C in section
"Model calibration and validation", demonstrating its ability to capture IGC
phenomena. After validation, a sensitivity analysis for different micro-
structural features, including grain density at the exposed surface, grain size,
and Cr depletion thickness, is performed to investigate their role in the
corrosion resistance of the simulatedmaterial in section "Results". Themain
conclusions are subsequently discussed in section "Discussion" as well as the
investigation findings and recommendations for future work.

Results
Influence of grain density at the exposed surface
The microstructures employed to calibrate the model had 6 GBs at the
exposed surface. To understand the influence of grain density at the near-
surface, the grain structure distribution is varied while keeping an average
grain size of 20 μm. In addition to the reference geometry in section "Model
calibration and validation", two furthermicrostructures, with 5 and 7GBs at
the exposed surface, were analyzed. As previously, the average behavior was
taken from ten equiaxedmicrostructures for each case. Figure 1 displays the
representative microstructure for each scenario while the ten micro-
structures used for the 5 and 7GB microstructures can be viewed in Figs.
S.2 and S.3 (Supplementary Information). The resultant phase-field pre-
dictions can be seen in Fig. 2 where the standard deviation (SD) data at 100,
250, and 500 h exposure time are depicted in Fig. 3.

The weight loss data, presented in Fig. 2a, highlights a positive corre-
lationwith the numberof grains at the exposed surface. Themicrostructures
that possess 7 GBs exhibited the most significant weight loss over the 500 h
simulation. Contrastingly, the microstructures with 5 GBs give rise to the
lowest weight loss. Overall, all threemicrostructures with 5, 6, and 7GBs at
the exposed surface produce largely identical profiles, whereby the differ-
ence inweight loss between the three types ofmicrostructures increaseswith
increasing exposure time. As such, it is apparent during the first 500 h of
exposure that the rate of weight loss is most severe for the 7 GB micro-
structure, resulting in a comparatively greater weight loss of 1.34 g/m2. The
5 GB microstructure, on the other hand, exhibits 1.01 g/m2 of material
weight loss. On average, the total weight loss after 500 h increases by ~15%
each time increasing the grain density at the interface by a single grain.
Consequently, the 7 GBmicrostructures overestimate the weight loss at 100
and 250 h compared to the experimental measurements. Yet, it remains

Fig. 1 | Representativemicrostructures for the 5, 6, and 7 surfaceGBmicrostructures simulated.Eachmicrostructure has an average grain size of 20 μm,while varying the
number of GBs at the exposed surface located at the uppermost boundary.
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within the relative error for the 250 h weight loss experimental measure-
ment. Alternatively, the 5 GB microstructures predictes with a degree of
high accuracy the weight loss at 100 h. However, it underestimates the
weight loss at 250 h, while remainingwithin the relative error. Furthermore,
after 500 h, the 5 and 7GBmicrostructures give rise to almost identical SDs,
which are more than twice as large compared to the 6 GB microstructures,
Fig. 3a. The corrosiondepth data displays zero influenceon thenear-surface
grain density as all three types of grain structures give rise to predominantly
identical corrosion depth profiles. Overall, the three microstructures
simulated generate an average corrosion depth of 12.3 μm. Contrary to the
weight loss data, the SDs regarding the corrosion depth exhibit a clear order.
The 5 GB microstructures produce the greatest SD, followed by the 6 GB
microstructures, where the 7 GB microstructures return the smallest SD
after 500 h of exposure time, Fig. 3b.

Figure 4 shows the progression of corrosion of the representative
microstructures (Fig. 1) following a 30,000 h exposure time. The onset of
corrosion initiates at the GBs exposed to the liquid metal at the uppermost
boundary. As time increases, the evolution of ϕ continues along the GBs
deeper into the material. Congruently, Fig. 5 shows that the diminished

concentration of Cr intensifies as Li advances into the steel. The spread of
concentration of Cr along the GBs indicates the corrosion process operates
in the diffusion-controlled regime. The near-surface GBs are seen to be
completely leached of Cr, with this process increasing in depth as time
progresses. In addition, the degree of corrosion regarding the near-surface
GBs visibly heightens, as seen through the increased thickness of the ϕ = 0
region. In some instances, two corrosion fronts are seen advancing at either
end of the same GB, where they ultimately meet, engulfing the entire grain.
The expansive nature of Li to diffuse across all GBs is evident, as it proceeds
deeper into thematerial, clearly leaving behind adeterioratedmaterial. After
30,000 h of exposure time, the liquid Li corrodes most GBs in the simulated
solid phase. However, it only causesmarginal corrosion to the grains on the
exposed surface.

Influence of grain size
The grain size plays a governing role in IGC due to the synergistic rela-
tionship with GB density within the bulk of the material. As such, the
average grain size is altered to observe this dependency. Two additional
average grain sizes of 10 and40 μmaremodeled.To isolate the effect of grain

Fig. 2 | Phase-field predictions following a 500-h simulation for 20 μm average
grain size microstructure with 5, 6, and 7 GBs present at the exposed surface
compared to experimental measurements44. Phase-field predictions for a weight

loss and b corrosion depth. The data presented for each case are taken from an
average of tenmicrostructureswhere the shaded colored regions represents the SDof
the ten simulations.

Fig. 3 | Standard deviations at 100, 250, and 500 h intervals for 20 μm average grain size microstructure with 5, 6, and 7 GBs present at the exposed surface. Standard
deviations for a weight loss and b corrosion depth. The data presented for each case are taken from an average of ten microstructures.
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size from near-surface grain density, all three average grain size micro-
structures should possess the same number of GBs at the exposed surface.
Nonetheless, the feasibility of 10 and 40 μm equiaxed microstructures
possessing the same number of grains at the exposed surface is unattainable.
Therefore, although the near-surface grain density may differ between the
three grain sizes (10, 20, and 40 μm), they remain constant within the ten
microstructures for each case. As such, the 10 and 40 μm microstructures
possess 10 and 2GBs at the exposed surface. Representativemicrostructures
for all three grain sizes are shown in Fig. 6, while the entire set of micro-
structures for the 10 and 40 μm microstructures can be seen in Figs.
S.4 and S.5 (Supplementary Information). The resultant weight loss and
corrosiondepth following a 500 h simulationare given inFig. 7. The SDdata
at 100, 250, and 500 h exposure time can be seen in Fig. 8.

The weight loss shown in Fig. 7a showcases that the 10 μm average
grain sizemicrostructures exhibits themost severe weight loss after 500 h of
exposure time. Alternatively, the largest grain size simulated of 40 μm dis-
plays the highest corrosion resistance. Unsurprisingly, neither the 10 μm
nor the 40 μm microstructures coincide with the experimental data
extracted froma 20 μmaverage grain size F/M specimen. Figure 7b portrays
that the average corrosion depth reached by liquid Li is largely independent
of the grain size. Although there is little difference between the corrosion
depths, there is nonetheless a noticeable pattern in the SDs for each grain
size simulated, whereby the 10 μmgrain size possesses the smallest SDs and
the 40 μm microstructures give rise to the largest SD, more than twice as
large as the SDs generated from the 20 μm microstructures, after 500 h
(Fig. 8b). The SDs regarding theweight loss show an exceeding variation for

Fig. 4 | Long-term IGC evolutionwhile varying the
near-surface grain density.The phase-field variable
ϕ in the simulated metallic specimen during a
30,000 h simulation for the three representative
microstructures possessing 5, 6, and 7 GBs at the
exposed surface.

Fig. 5 | Long-term intergranular leaching of Cr
while varying the near-surface grain density. The
normalized concentration of Cr c in the simulated
metallic specimen during a 30,000 h simulation for
the three representative microstructures possessing
5, 6, and 7 GBs at the exposed surface.
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Fig. 6 | Representative microstructures for the three average grain sizes simulated. The GBs present at the exposed surface are 10, 6, and 2 for the 10, 20, and 40 μm
microstructures.

Fig. 7 | Phase-field predictions following a 500 h simulation for 10, 20, and 40 μm
average grain size microstructures compared to experimental measurements44.
Phase-field predictions for a weight loss and b corrosion depth. The data presented

for each case are taken from an average of ten microstructures where the shaded
colored region represents the SD of the ten simulations.

Fig. 8 | Standard deviations at 100, 250, and 500 h intervals for 10, 20, and 40 μm average grain size microstructures. Standard deviations for a weight loss and
b corrosion depth. The data presented for each case are taken from an average of ten microstructures.
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the 10 μm microstructures, whereas the 20 and 40 μm produce similar
minute variances.

Figure 9 highlights the IGC evolution across the representative
microstructures (Fig. 6) for 30,000 h of exposure time.Analogous to varying
the near-surface grain density, the detrimental impact of Li corrosion is
apparent, given by the extensive reach during the exposure time. The cor-
relation between the average grain size and severity of corrosion is similarly
made clear. The 40 μm microstructure experiences considerably less
degradation via the reduced presence of Li within the material. The low
density of GBs, resulting in comparatively long GBs with little GB
branching, limited the deterioration following exposure to liquid Li. Alter-
natively, the 10 μmmicrostructure suffered extreme IGC over the exposure
time, established through the vast area of the simulated domain whereby
ϕ = 0. Furthermore, due to the relatively finer grain size, grains are more
easily engulfed by Li containing GBs, leaving behind an intricate network of
corroded GBs with vastly diminished concentrations of Cr, Fig. 10.

Influence of the thickness of the smeared GB region
As detailed in section "Methods", the computational GB thickness lp dictates
the thickness of the smearedGB region that has increased diffusivity relative
to the grains. In addition, implementation of the physical thickness of Cr
depletion at the GB, δgb, circumvents the issue with modeling nanometer-
sized features far from their physical dimensions and thus avoids compu-
tationally expensive simulations. As such, δgb is kept constant while lp is
altered to analyze its impact on the corrosion process of the simulated
specimen. For this case, the representative microstructures for the 5, 6, and
7GBmicrostructures (Fig. 1) were selected. Only a single run is completed
for each change in lp, as running all ten microstructures for each case is not
needed to establish a correlation. Figure 11 shows the weight loss and
corrosiondepth for the threemicrostructures and the values of lp chosen: 50,
100, and 200 nm.

For all three types of grain structureswith 5, 6, and7 GBsat the exposed
surface, the 50 nm thickness gives rise to the lowest weight loss and 200 nm

thickness results in themost extensive weight loss. That said, the number of
GB entry points remains a deciding factor inweight loss. This ismost clearly
seen for the 7 GB microstructure with 100 nm thickness results in more
significant weight loss than for the 5 GB microstructure with 200 nm
thickness. This is additionally valid for the 7 GBmicrostructure with 50 nm
thickness when compared against the 5 GB microstructure with 100 nm
thickness. On average between all three microstructures simulated,
decreasing the computational GB thickness from 100 nm to 50 nm, results
in a final weight loss drop of 19.7% whereas when increased from 100 to
200 nm the final weight loss increases by 24.7%.As presented in Fig. 2, there
is no obvious relationship between the corrosion depth and the near-surface
grain density. Consequentially, varying lp produces three distinctive groups
as opposed to the weight loss data, which is clearly spread. It is clear that the
microstructures with 50 nm thickness suffer the greatest corrosion depth,
and those with 200 nm thickness have the highest resistance to Li
penetration.

Influence of saturation
As stated in section "Model calibration and validation", a concentration
sink is implemented to encapsulate the leaching effect of liquid Li in static
conditions. This, however, omits the impact of saturation, which hinders
and ultimately halts the corrosion process, leading the corrosion data to
plateau44. To prove the capability of the currentmodel to capture the effect
of saturation and to observewhether a concentration sinkmight influence
the corrosion data, a small liquid phase in contact with the solid phase is
introduced whereby the concentration sink boundary condition is
removed. The incorporation of a liquid phase necessitates a liquid phase
diffusivity. That said, as the IGC process depends on the solid-state dif-
fusivity, the value of the liquid phase diffusivity is not of significant
importance as long as it is greater than theGBdiffusivity. The liquid phase
diffusivity of Cr in static liquid Li has been reported to be 2.2 × 10−8m2/s at
570 °C45. However, to keep the diffusion coefficient gradient between
phases at a manageable difference to avoid unnecessary computational

Fig. 9 | Long-term IGC evolution while varying the grain size. The phase-field variable ϕ in the simulated metallic specimen during a 30,000 h simulation for the three
representative microstructures with average grain sizes of 10, 20, and 40 μm.
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cost, the liquid phase diffusivity is assigned to beDgb as this will always be
greater than D0

gb.
As the normalized concentration of Cr in the liquid phase (c)

approaches the normalized equilibrium concentration of the liquid phase
(cl;eq), the chemical free energy density decreases thereby reducing the
chemical driving force of the corrosion process, Eqs. (4) and (5). The
diminished chemical driving force decreases the rate of dissolution, thereby
producing an asymptotic relationship between c and cl;eq. As such, herein

saturation of the system is considered met when c≥ 99% � cl;eq. It is con-
sequentially found when simulating a 1 μm thick liquid phase in contact
with the reference microstructure from section "Model calibration and
validation" (i.e., 20 μmaverage grain size with 6 GBs at the exposed surface)
that saturation is achieved after 6000 hours. This is shown in Fig. 12, where
the normalized concentration of the liquid phase quickly approaches and
eventually reaches the condition of saturation. The thickness of 1 μm is
chosen to reach saturation relatively quickly. Consequentially, all

Fig. 10 | Long-term intergranular leaching of Cr while varying the grain size. The normalized concentration of Cr c in the simulated metallic specimen during a 30,000 h
simulation for the three representative microstructures with average grain sizes of 10, 20, and 40 μm.

Fig. 11 | Phase-field predictions following a 500 h simulation for 20 μm average
grain size geometry with 5, 6, and 7 GBs present at the exposed surface while
varying lp by 50, 100, and 200 nm compared to experimental measurements44.
Phase-field predictions for a weight loss and b corrosion depth. The colored lines in

the legend denote the microstructure (i.e., number of near-surface GBs) whereas the
black lines of varying line-type illustrate the computational GB thickness lp. In
conjunction they signify the conditions of each dataset.
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subsequent simulations involving the liquid phase are set with a 6000 h
exposure timewith a 1 μm thick liquid phase. To survey the influence of the
liquid phase, and thus, the effect of saturation on the corrosion process, the
liquid phase is introduced to the models described in section " Influence of
grain density at the exposed surface" and section "Influence of grain size".

The corrosion data for varying the near-surface grain density can be
seen in Fig. 13. As all themicrostructures with 5, 6, and 7GBs are in contact
with an identical quantity of liquid phase, the amount of dissolved Cr
needed to reach saturation is constant, thereby producing if not identical
weight loss profiles resulting in largely consistent final weight loss of 2.22 g/
m2 following 6000 h exposure time, Fig. 13(a). Nonetheless, the weight loss

experienced by the 7 GBmicrostructures plateaus before the other two grain
structures, indicating the system reached saturation quicker. Therefore, the
corrosion process of leaching halted earlier. Alternatively, the 5 GB
microstructures take noticeably longer for the weight loss to eventually
plateau and terminate. Figure 14(a) reinforces this notion, with the 7 GB
microstructures clearly reaching saturation within a shorter exposure time
than that of the 6 GB, followed by the 5 GB microstructures. Interestingly,
contrary to the results displayed in section "Influence of grain density at the
exposed surface"where a concentration sink is implemented, the SDs for the
weight loss when saturation is considered are firstly too narrow to have any
influential significance and secondly are all consistent across the three types
of microstructural conditions simulated. The effect of saturation on the
corrosionprocess is also seen inFig. 13(b),where corrosiondepth eventually
plateaus. In this case, there is, although marginal, a clear trend emerging.
The 5GBmicrostructures produce the deepest depth, followed by the 6GB,
and finally, the 7 GB microstructures give rise to the shallowest corrosion
depth. The SDs of the corrosion depths remain in the same order as that
found with the concentration sink, where the 5 GBmicrostructures possess
the greatest followed by 6 GB and finally 7 GB microstructures.

Additional analysis is carried out in which the 1 μm thick liquid phase
is implementedwhile varying the average grain size from 10, 20, and 40 μm.
Initially, the weight loss data, displayed in Fig. 15(a), shows that the grain
size and rate of dissolution are positively correlated. Moreover, the 10 μm
microstructures reaches saturation first, indicative of the comparatively
early plateau of the weight loss profile. With respect to the 40 μm micro-
structures, the weight loss profile has yet to plateau, indicating the system
did not reach saturation. This is confirmed by Fig. 14(b) whereby the finer
grain-sizedmicrostructures bring the system to saturation at the fastest rate.
In addition, it is further evident from Fig. 14(b) that the 40 μm micro-
structures did not reach saturation within the 6000 h exposure time.
Interestingly, however, is the progression of the weight loss profile for the
10 μmmicrostructures, as it peaks around3000 h,where thereafter begins to
dip and drop below theweight loss profile for the 20 μmmicrostructures. As
the same quantity of liquid phase is implemented throughout, the total
weight loss experienced strongly resembles the final weight loss when
varying thenear-surfacegraindensity.Another similarity betweenFig. 13(a)
and Fig. 15(a) is the negligible SDs. Figure 15(b) displays a clear pattern in
the corrosion depth when altering the average grain size of the micro-
structure. As depicted, the 40 μmmicrostructures show the deepest corro-
sion depth, whereas the 10 μm microstructures experiences the shallowest
corrosion depth. Furthermore, similar to the weight loss data regarding the
10 μm microstructures, the corrosion depth peaks and subsequently

Fig. 13 | Phase-field predictions following a 6000 h simulation for 20 μm average
grain sizemicrostructure with 5, 6, and 7 GBs present at the exposed surface with
a 1 μm liquid phase in contact with the solid phase. Phase-field predictions for
aweight loss and b corrosion depth. The data presented for each case are taken from

an average of ten microstructures each where the shaded colored regions represents
the SD of the ten simulations. Sub-graph displays a magnified version to clearly
distinguish between the weight loss profiles.

Fig. 12 | Normalized concentration of Cr in the liquid phase as a function of
exposure time. With a 1 μm thick liquid phase above a 20 μm average grain size
microstructure with 6 GBs, it takes 6000 hours for the system to reach saturation.
The data presented here are an average from ten microstructures where the shaded
colored region represents the SD of the ten simulations. Note, the consistency across
the ten microstructures resulted in a negligible SD. Sub-graph displays a magnified
version to clearly highlight the liquid concentration nearing saturation. All sub-
sequent concentration plots possess a range and domain akin to the sub-graph.
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recedes. Analogous towhen the concentration sink is implemented, the SDs
for the corrosion depth remain in the same order starting at 10, 20, and
40 μm in increasing order.

Discussion
It is clear that themost susceptiblemicrostructures toweight loss possess the
greatest number of near-surface grains giving rise to more GB entry points
to infiltrate into the material, Fig. 2(a). To emphasize this trend, the inverse
projected grain size (G), where G is the ratio of the exposed surface length
against the number of near-surface grains, was plotted against the total
weight loss (not shown here for brevity). This yielded anR2 of 0.9973 closely
aligning with Bhave et al.43 reported R2 of 0.9966, consolidating the sig-
nificance of GB entry points in IGC. The initial weight loss is dictated by the
number of GB entry points, where thereafter, the total length of GBs
available to corrode, governed by the grain size, offers a more compre-
hensive indicator to the degree of dissolution. Reducing the average grain
size dramatically increases the density of GBs and thus amplifies the weight
loss. Furthermore, the greater variation in the distribution ofGBs among the
10 μmmicrostructures, impacting the amount of accessible GBs, resulted in

high variances in the weight loss, Fig. 8(a), thus behaving more incon-
sistently relative to the larger grain sizes. The inverse relationship between
grain size and IGC susceptibility has been similarly observed
experimentally46,47, highlighting the capabilities of the model.

As the corrosion process can continue indefinitely, via the con-
centration sink, the relationship between corrosion depth and micro-
structural features is not evident, Figs. 2(b) and7(b).Nonetheless, it canoffer
insight into governing traits that dictate the susceptibility of structural
materials to corrosion depth. The large variance in corrosion depths for the
40 μmmicrostructures suggests that penetration depth is highly sensitive to
themicrostructurewhen the average grain size is large, Fig. 8(b). The relative
orientation of GBs greatly effects the ability of Li to penetrate into the
material, whereby the significance of their orientation increases with fewer
GB entry points. Furthermore, the degree of GB branching governs the
length Li must diffuse before changing its course, placing additional sig-
nificance on their orientation as it strictly controls the depth Li can reach.
Therefore, larger grain sizes produce a greater spread in corrosion depths as
opposed to finer grain sizes. This suggest, in light of predictability, that finer
grained structural materials are more desirable to optimize consistency in

Fig. 15 | Phase-field predictions following a 6000-hour simulation for 10, 20, and
40 μmaverage grain size with a 1 μm liquid phase in contact with the solid phase.
Phase-field predictions for a weight loss and b corrosion depth. The data presented

for each case is taken from an average of ten microstructures each where the shaded
colored regions represents the SD of the ten simulations.

Fig. 14 | Normalized concentration of Cr in the liquid phase as a function of
exposure time while varying microstructural properties. Normalized concentra-
tion of Cr in the liquid while varying a the near-surface grain density for a 20 μm

average grain sizemicrostructure and b the average grain size. The data presented for
each case are an average of ten microstructures where the shaded colored regions
represents the SD of the ten simulations.
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relation to IGC. That said, a holistic approach need consider the increased
susceptibility of IGC as a consequence of the reduced grain size in order to
determine the prime microstructure48. Likewise when varying the near-
surface grain density; the 7 GB microstructures initially possess, albeit
marginally, more entry points through which Li penetrates and, therefore,
the relative orientation of the GBs has less influence on the depth of cor-
rosion resulting in a lower variance, Fig. 3(b).

Replacement of the concentration sink with the effect of saturation in
the corrosion process shifts microstructural influence on the corrosion
behavior. Due to the limitless corrosion process brought by the con-
centration sink, the relationship between the microstructural features (i.e.,
near-surface grain density and grain size) andweight loss is evident whereas
the corrosion depth is independent of any microstructural changes. On the
other hand, incorporating a minor quantity of liquid phase, thereby
implementing saturation, clearly highlights the synergy between corrosion
depth and microstructural features, yet consequentially dampens the cor-
relation with weight loss. It should be noted, the conditions brought by the
concentration sink strongly mimic the conditions of a dynamic breeder
loop. The thermal gradients of dynamic loops produce detrimental corro-
sive conditions created by the perpetual dissolution and deposition of
material; mass transfer, thus inhibiting saturation10,12. Consequentially,
evaluating the corrosion behavior between static (i.e. saturation) and
dynamic (i.e. concentration sink) conditions offers insight into the varied
compatibility of F/M steels with liquid Li when transitioning from a con-
trolled environment to higher fidelity conditions.

It is apparent that the near-surface grain density dictates the rate of
saturation, as it offers more entry points to initiate penetration. Therefore, a
greater number of GB entry points yields a faster rate of dissolution thus
reaching saturation quicker, Fig. 14(a). This, in turn, controls the corrosion
duration before the process is halted, ultimately dictating the depth Li is able
to penetrate. The average grain size, via the bulk GB density, has greater
influence on the rate of saturation, impacting more heavily the corrosion
depth. Moreover, the 40 μmmicrostructures had yet to reach saturation as
seen through the sustained severity of the corrosion depth, Figs. 14(b) and
15(b). Regarding the variance in the corrosion behavior, the introduction of
saturation does not affect the order of corrosion depth SDs remaining as
7 < 6 < 5 GB and 10 < 20 < 40 μm. Nonetheless, the SDs on weight loss are
significantly less prominent when saturation is accounted for. Overall, high
density of near-surface grains coupled with small grain size maximizes the
rate of saturation, thereby reducing the corrosion duration, and in turn,
producing shallower corrosion depths, aligningwith experimental reports49.
It is additionally observed that the corrosion depth and the weight loss for
the 10 μm microstructures peak where thereafter it decreases, Fig. 15. As
mentioned, near saturation the chemical free energy density decreases
considerably, and for the 10 μm microstructures, it becomes smaller than
the interfacial free energy term, thusmaking the latter the dominant term in
Eq. (8). Consequentially, the phase-field interface becomes more rigid and
thus becomes inapt in simulating complex morphologies causing the IGC
pathways to become narrower and shorter during the later stages of expo-
sure, resulting in an apparent diminished weight loss and corrosion depth.

Figures 4 and 9 illustrates the IGC evolution with respect to ϕ, show-
casing the diffusive behavior of Li through the material. As the exposure
time progresses, near-surface grains are engulfed by corroded GBs, yet the
grains remain largely uncorroded. This becomes more apparent as the
average grain size decreases. In reality, as corroded GBs surround a grain,
they become susceptible to detachment from the bulk matrix, as observed
experimentally50,51, producing a surface pebbled morphology. Although the
corrosion depth was independent of microstructural features, it is over-
whelming apparent that the degree of Li infiltration is strongly correlated to
the near-surface and bulk GB density. The greater density of GBs addi-
tionally exposes more material to leaching, exacerbating the extent of Cr
dissolution in the material, Figs. 5 and 10.

The value of lp governs the thickness of the Cr depletion region, thus
dictating the carbide-rich region whereby Li can penetrate and leach out
alloying elements influencing the weight loss. Naturally, a positive

correlation arises between lp and weight loss, Fig. 11(a). Additionally,
attributed to the constant product approach, the value of lp directly affects
the GB diffusivity (D0

gb) ultimately altering the kinetics of the reaction.
Consequentially, in increasing lp, Li is unable to penetrate as deep into the
material leading to a decreased average corrosiondepth, Fig. 11(b). It should
be stressed that the width of GBCr depletion should not impact the kinetics
of Li penetration; the observed correlation is purely artificial and attributed
to the constant product approach. Nonetheless, the influence onweight loss
is valid, which emphasizes the importance of regulating the degree of alloy
segregation at the GBs to optimize the resistance of high Cr F/M steels to
liquid Li. Moreover, slight kinks, resulting in a sudden jump in corrosion
depth, are observed in Fig. 11(b).

Albeit displaying key microstructural features to improve the IGC
susceptibility of steel alloys, there remain limitations that dampen the
fidelity of the model. To align with the experimental work of Xu et al.44, a
computationally intensive liquid phase model would be required, necessi-
tating a concentration sink instead. Although a valid assumption prior to
saturation, it permits a limitless corrosion process, ultimately resulting in
unrealistic behaviors over longer exposure times. Furthermore, the addition
of a 1 μm liquid phase required 6000 h for the reference microstructure to
saturate, Fig. 12, conflicting with experimental data. The chemical free
energy density curvature parameter A is selected based on the accuracy of
the phase-field predictions to the experimental data. This proportionality
constant should be determined and applied to liquid Li systems to improve
the capability of the current framework. The microstructures employed are
not fully representative of a tempered martensite microstructure due to the
absence of GB angles, thus omitting low-angle GBs (i.e., lath and block
boundaries) which should be included to fully capture the microstructural
influence of IGC. In addition, the model precluded the nucleation of cor-
rosion products, namely the ternary nitride complex, a prevalent mechan-
ism in liquid Li corrosionwith steels52. Its formation goes beyondperturbing
the chemical potential of the system, thus exacerbating the corrosion pro-
cess, yet additionally is thought to amplify the kinetics of penetration by
fostering a favorable diffusive environment for Li53.

Regarding the long-term performance of the material following
exposure to liquid Li, confidence can be placed on the concentration sink
model, as this best resembles the continual dissolution conditions of a
dynamic breeder blanket. Plus, the long-term behavior of steels with respect
to static systems is evidently dependent on the volume of liquid metal used.
As detailed, the continual and indefinite corrosion process brought by the
concentration sink results in largely identical corrosion depths independent
of the grain structure of the specimen. As such, an average corrosion depth
from the results displayed in section "Influence of grain density at the
exposed surface" and section "Influence of grain size", following 30,000 h,
equating to over 3 years of exposure, results in 65.8 μm. This extensive
penetration into the material would inevitably cause severe degradation of
the mechanical integrity of the material, thereby necessitating routine
replacement of the material within this time period. Additionally, the cur-
rent model assumes the primary degradation mechanism to be inter-
granular penetration of Li via solubility-driven dissolution. Although this is
a governing process in the compatibility between liquid Li and F/M steels,
there remain other phenomena not included in the presentedmodel, which
would likely exacerbate the penetration rate and thus need to be considered
to assess the longevity of these steels. A few notable examples include the
impact of non-metallic impurities, thus forming corrosion products, the
influence of fluid flow and the effect of dissimilar metallic systems. Com-
pounding these processes in a comprehensive model to accurately evaluate
the performance of structural materials with liquid metals is paramount in
identifying the ideal candidate for future fusion reactors.

The clear relationship between themicrostructure of the specimen and
its susceptibility to intergranular penetration, detailed through the model
predictions, grants a perspective on the key traits to alter, thereby max-
imizing the performance of structural alloys in contact with liquid Li. Under
an indefinite dissolution process, the grain size should be enlarged, con-
sidering desiredmechanical properties, to limit the amount of availableGBs
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to diffuse through and thus corrode. Greater attention should be placed on
expanding the size of PAGs as the corresponding GBs, due to their high-
angle nature, foster greater density of Cr23C6 type carbides. Reports have
detailed that higher austenitization temperatures over a longer duration
facilitate greater growth of austenite grains54,55. Another potentialmitigation
strategy is to limit the degree of Cr segregation to theGBs either by reducing
the carbon content in the steel or by employing high-affinity carbide-
forming elements, such as vanadium, niobium, or tantalum17,56. This would
additionally diminish the presence of free carbon within the matrix of the
steels, reducing the tendency for non-metallic impurity interaction with
liquid Li.

To demonstrate the capability of the current model as well as compare
the implication in modeling varying dimensions, the results for a 3D
simulation following 500 h exposure time are shown in Fig. 16. The geo-
metry and computational conditions of the 3Dmodel mimicked that of the
reference 2D model detailed in section "Model calibration and validation",
i.e., 100 μm in length and width with a depth of 15 μm. The average grain
size of the microstructure was 20 μm with a concentration sink imple-
mented on the upper-most boundary positioned at z = 15 μm. The depth of
the material was selected to minimize the computational expense and was
guided through the final corrosion depth reached following 500 h exposure
time with a concentration sink from the 2D models equating to ~12 μm,
Figs. 2 and 7. The evident evolution of the order parameter ϕ along the GBs
can be seen in Fig. 16. In accordance to the 2D model, the enhanced cor-
rosion is isolated solely at the boundaries that possesses the heightened

diffusivity, enabling the rapid intergranular extraction of alloying elements.
The final weight loss of the 3D microstructure following 500 h exposure
time equated in 80.93 g/m2, far exceeding the 1.16 g/m2 experienced for the
2Dmicrostructures detailed in section "Model calibration and validation". It
is important to emphasize that in the current formulation, the interface
kinetics coefficient L is tailored to 2Dmicrostructures. Therefore, L ought to
be derived relative to material properties to generate a more direct linkage
between model predictions and experimental data. Bhave et al.43 similarly
reported greater mass loss from the 3Dmodels relative to the 2Dmodels in
predicting the IGCbehavior ofNi-Cr alloys exposed tomoltenLi salt. Other
similar studies40–42,57–59 have been primarily focused on proof-of-concept of
their respective formulations rather than analyzing the significance
regarding the corrosion data between 2D and 3D simulations. Nonetheless,
2D models have shown to yield representative data, that supports experi-
mental theories, thus formulating our understanding of themicrostructural
influence on IGC. Future work should consider the role of the flow of the
liquid phase, the nucleation of corrosion products from non-metallic
impurities, the crystallographic orientation of grains, and GB angle (high
and low-angle GBs), in mass transport and IGC of polycrystalline steels. It
would additionally bewarranted to conduct a parametric study consisting of
a larger spectrum of microstructural dimensions (i.e., near-surface grain
density and grain size) thus extracting more comprehensive data allowing
deeper analysis of their impact on the IGC process.

In conclusion, anumerical frameworkbasedon thephase-fieldmethod
is developed for assessing the IGC of polycrystalline steels with corrosive

Fig. 16 | 3D simulation of IGC.Depiction of the a geometrical dimensions of the 3Dmodel and b the intergranular corrosion evolution at 25, 100, 250, and 500 h exposure
time. Only the solid phase ϕ ≥ 1/2 is shown for clarity.
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media.Herein, themodelwas applied to capture the leachingeffects of liquid
Li when in contact with a 9 wt% Cr F/M steel. The key findings can be
summarized as follows:
• The governing microstructural features that dominate and ultimately

dictate the severity of corrosion are the number of GB entry points, i.e.,
near-surface grain density. The grain boundary density in the bulk, i.e.,
grain size, governs the susceptibility to Li corrosion.

• The thickness of Cr depletion along the GBs lp plays a deciding role in
the weight loss of the simulated material. This emphasizes the
importance of limiting alloying GB segregation and consequential
depletion in these regions, ideally hindering the ability for Li to diffuse
intergranularly.

• The effect of saturation is considered and compared against the use of
a concentration sink. The former highlights the dependence of the
corrosion depth on the microstructural features, whereas the latter
amplifies the relationship with weight loss. Although the 10 μm
microstructures exhibit the fastest weight loss, this in turn results in
the shallowest corrosion depth. With the idea of using grain engi-
neering to maximize the compatibility with Li, it is worth dictating
which corrosion behavior is more detrimental to the structural
integrity of the alloy.

• The SDs regarding the corrosion depths shed light on the importance
of the orientation of the GBs as well as their total length (i.e., GB
density) in facilitating the penetration of Li into the material. It is
shown that the 40 μmmicrostructures yield varying corrosion depths
as a result.

Methods
Phase-field model of IGC
It is assumed in the currentwork that theprimarydegradationmechanism
is driven by the bulk diffusion of Cr in the metal phases. These assump-
tions alignswith52,60,61. The impact of other phases present in themetal (i.e.,
precipitates and inter-metallic species) and the effect of the Li2C2 by-
product (Eq. (1)) on the corrosion process is not considered in this study.
The following kinematic variables are introduced to characterize the two
phases. A continuous phase-field variable ϕ(x, t) is implemented to track
each phase and the evolution of the corroding interface. ϕ = 1 represents
the solid phase (i.e., F/Msteel),ϕ = 0defines the liquid corrosive agent (i.e.,
liquid Li), and 0 < ϕ < 1 describes the thin diffuse interface separating the
opposing phases, Fig. 17. As the composition of Cr in the F/M steels plays
arguably the most central role in the corrosion process, modeling the
entire composition of the steel is unwarranted. As such, the currentmodel
adopts a simplified F/M steel in the form of a simple binary Fe-Cr alloy.
Themetal phase in thepresentmodel is assumed to beFe-9wt%Cr steel. It

is further assumed in the present investigation that the material has a
uniform composition and is composed of equiaxed grains separated by
GBs. The composition of thematerial and its evolutionduring corrosion is
characterized by the normalized concentration of Cr cðx; tÞ = c/csolid,
where c is the absolute concentration of Cr and csolid the concentration of
Cr initially present in thematerial. Two independent diffusion coefficients
between the GB (Dgb) and metal grains (Dmg) are introduced to enhance
the corrosion process along GBs, Fig. 17 whereby the employed values are
displayed Table 1. The GB interpolation is achieved via an additional
stationary parameter η(x), that takes value η = 1 at the GBs and η = 0
elsewhere, discussed further below. In the present work, the grains and
GBs maintain an isotropic diffusion behavior. The contribution of crys-
tallographic orientation and GB angle (high and low-angle GBs) will be
addressed in future work.

For the underlying corrosion mechanism considered, the total free
energy functional of the heterogeneous system in Fig. 17 can be expressed as

F ¼
Z

Ω
½f chemðc; ϕÞ þ f gradð∇ϕÞ�dΩ; ð2Þ

where fchem and f grad are the chemical and interfacial free energy densities
detailed further below. Ω in the previous expression represents the whole
system domain that includes both the corrosive liquid Li environment and
the polycrystalline material.

Table 1 | Material and computational parameters employed in
the model

Parameter Value Unit Ref

Chemical free energy density curvature
parameter A

5 × 109 N/m2

Interface kinetics coefficient L 1 m2/(N ⋅ s)

Concentration in the solid phase csolid 13.4 mol/L 44

Saturated concentration in the liquid
phase csat

10.3 mol/L 20

Interfacial energy Γ 4 N/m 77,78

Computational GB thickness lp 100 nm

Physical Cr depletion thickness δgb 15 nm 79

Interfacial thickness ℓ 4 μm

Grain boundary diffusivity Dgb 1.70 × 10−15 m2/s 76

Metal grain diffusivity Dmg 5.11 × 10−21 m2/s 76

Fig. 17 | Polycrystalline material in contact with a corrosive environment high-
lighting the diffuse interface between the liquid (ϕ= 0) and solid (ϕ= 1) phases.
TheGBs possess a heightened diffusivityDgb compared to themetal grainDmg via an

additional parameter that differentiates between grain boundary (η = 1) and metal
grain (η = 0). The corrosion mechanism is based on the bulk diffusion of Cr toward
the exposed surface.
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The chemical free energy density is expressed as the weighted sum of
free energy density from each contributing phase62

f chemðc; ϕÞ ¼ hðϕÞf chems ðcsÞ þ ð1� hðϕÞÞf cheml ðclÞ þ ωgðϕÞ; ð3Þ

where f chems ðcsÞ and f cheml ðclÞ are the chemical free energy densities with
respect to the normalized concentrations in the liquid (cl) and solid (cs)
phases. g(ϕ) = 16ϕ2(1−ϕ)2 is the double-well free energy function
employed to describe the two equilibrium states for the solid (ϕ = 1) and
the liquid (ϕ = 0) phases. ω is the constant that determines the height of
the energy barrier at ϕ = 1/2 between the two minima at ϕ = 0 and ϕ = 1.
h(ϕ) = ϕ3(6ϕ2 − 15ϕ + 10) is a monotonously increasing interpolation
function that interpolates the chemical free energy density between the
two phases. The chemical free energy density of each phase can be
reasonably approximated by a simple parabolic function63 around
equilibrium concentrations with the same free energy density curvature
parameter A as30

f chems ðcsÞ ¼
1
2
Aðcs � cs;eqÞ2 f cheml ðclÞ ¼

1
2
Aðcl � cl;eqÞ2; ð4Þ

where cs;eq ¼ csolid=csolid ¼ 1 and cl;eq ¼ csat=csolid are the normalized
equilibrium concentrations for the solid and liquid phase. Here, csat repre-
sents the saturation limit of the metal species in the liquid phase. Each
material point in the present model is characterized as a mixture of both
solid and liquid phases with different compositions, yet the same diffusion
chemical potentials64. This assumption renders the following expression for

the chemical free energy density f chemðc; ϕÞ65

f chemðc; ϕÞ ¼ 1
2
A½c� hðϕÞðcs;eq � cl;eqÞ � cl;eq�2 þ ωgðϕÞ: ð5Þ

The interfacial free energy density is commonly expressed as

f gradð∇ϕÞ ¼ 1
2
κj∇ϕj2 ð6Þ

where κ is the isotropic gradient energy coefficient. The phase-field
parameters ω in Eq. (3) and κ in Eq. (6) are connected to the interfacial
energy Γ and the chosen nominal interface thickness ℓ as66

κ ¼ 3
2
Γ‘ ω ¼ 3Γ

4‘
: ð7Þ

The governing equations for the independent kinematic fields ϕ(x, t)
and cðx; tÞ are derived by minimizing the total energy of the system and
conserving the total concentration of Cr composition within the system67.
The evolution of the non-conserved phase-field parameter ϕ follows the
Allen-Cahn equation68

∂ϕ

∂t
¼ �L

δF
δϕ

¼ �L
∂f chem

∂ϕ
� κ∇2ϕ

 !
in Ω κn �∇ϕ ¼ 0 on ∂Ω;

ð8Þ

Fig. 18 | Computational conditions, domain and
meshing. Schematic of the a experimental apparatus
used by Xu et al.44 to expose F/M specimen to static
liquid Li, b corresponding computational domain
consisting of a polycrystalline material with the
initial values and boundary conditions, c finite ele-
mentmesh of the whole computational domain, and
d enlarged area corresponding to the red square in
c highlighting the finite element size within the
grains and along the GBs in the expected area of
interface propagation. The exposed surface is the
upper most boundary.
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where L is the kinetic coefficient that characterizes the interfacial mobility
and controls themotion of the solid–liquid interface. Themagnitude of this
parameter determines the underlying corrosion mechanisms, such as
activation-controlled and diffusion-controlled, and regulates the corrosion
rate29–31,37,69. The condition for L to capture bothmechanisms is given in the
following section.

The transport of Cr composition in the system is subject to the con-
servation law

∂c
∂t

¼ �∇ � J in Ω J ¼ �M∇
δF
δc

� �
n � J ¼ 0 on ∂Ω;

ð9Þ
where J stands for the diffusional flux and M the mobility parameter that
characterizes themotion of Cr composition.Here, themobility parameter is
expressed as: M ¼ D=ð∂2f chem=∂c2Þ ¼ D=A30, where D is the effective
diffusion coefficient of Cr composition. After substituting the expression for
the mobility parameter into Eq. (9), the diffusional flux is written as

J ¼ �D∇c� Dh0ðϕÞðcl;eq � cs;eqÞ∇ϕ: ð10Þ

The effective diffusion coefficient of Cr composition is interpolated between
the grain bulk and GBs as

D ¼ D0
gbηþ ð1� ηÞDmg D0

gb ¼
δgb
lp

Dgb; ð11Þ

where Dmg and Dgb are the diffusion coefficient of Cr composition in the
grain bulk and along GBs, respectively. Dgb ≫ Dmg is enforced to enhance
the diffusion of Cr composition along GBs. D0

gb in the previous equation is
the effective diffusion coefficient ofCr composition alongGBsdefinedusing
the constant product approach70. This approach relates the actual diffusion
coefficient Dgb and the ratio between the physical δgb and computational
thickness lp of the Cr depletion region along GBs. The expression pro-
portionally alters the GB diffusivity with respect to an experimentally
determinedGB thickness,which in turn, rectifies the relative contributionof
the otherwise unaltered GB diffusivity and additionally decreases the
computational expense of simulating nanometer-sized features. The
governing equation for the interpolating parameter η is given as71

∇ � ð�l2p∇ηÞ þ η ¼ 0 in Ω l2pn � ∇η ¼ 0 on ∂Ω

and η ¼ 1 on GBs :
ð12Þ

GBs are given a value of η = 1 and smoothly transitions to η → 0 further
away from the GBs, Fig. 17. The sensitivity of the evolution of IGC to the
computational thickness of the smeared GB region is investigated in section
"Influence of the thickness of the smeared GB region". It is assumed in the
present formulation that the Cr GB depletion region is given a uniform
thickness, neglecting any confinement effects.

The framework developed is implemented into the multi-purpose
finite element software package COMSOL multiphysics72. The computa-
tional domain is discretized using triangular finite elements with second-
order Lagrangian interpolation functions.All regions expected to corrode in
themetal grains are given a characteristicmaximumelement size at leastfive
times smaller than the interfacial thickness ℓ to ensure a smooth transition
between the metal and corrosive agent. This setting proved sufficient based
on previous literature30,65,67. Moreover, as the evolution of the interface is
expected to be most prominent at the GBs compared to the metal grain, a
maximum element size of ℓ/20 is applied to all GBs. Finally, to limit the
computational cost, the remaining domain of the solid phase is given a
maximum element size of ℓ. These conditions are fulfilled in all the simu-
lations. The depictions of the finite element mesh for a representative case
study are shown in Fig. 18c, d. Each simulation consists of a two-step study.
The governing equation (12) for the interpolating parameter η that defines

the smeared GB thickness is solved in the first step using a steady-state
(time-independent) solver. The governing equations (8) and (9) for the
evolution of the phase-field parameter ϕ and Cr composition c are then
solved in the second step using a time-dependent study. An implicit time-
stepping method is used for temporal discretization in the time-dependent
step. A fully coupled solution algorithm is selected to solve the governing
equations. The maximum time step is 2 h. The solver accuracy in each time
step is controlledby a relative tolerance of 10−4. The codedeveloped together
with example case studies and documentation is available at https://
mechmat.web.ox.ac.uk/codes.

Model calibration and validation
The model developed is calibrated and validated against experimental
data given in44 where greater detail regarding the experimental set-up can
be found. The steel specimen underwent a normalized and tempered heat
treatment resulting in a tempered martensite microstructure with a prior
austenitic grain (PAG) size of 20 μm20. The experimental apparatus used
by Xu et al. is displayed in Fig. 18. 100mL of high-purity Li was used,
whereby the concentration of nitrogen was estimated to never surpass
100 ppm. Nitrogen has been experimentally reported to exacerbate the
corrosion process through chemical reactions producing the stable tern-
ary nitride corrosion product, thereby intensifying the leaching and
degradation of structural materials52,73. Nonetheless, following the equi-
librium concentration of nitrogen required to form the ternary nitride
corrosion complex74, the propensity for the corrosion complex to have
nucleated and thus contribute to the penetration process was unlikely,
consolidating the bulk diffusion mechanism adopted herein. The geo-
metric ratio between the volume of Li to the total surface area of the
specimen was ~4 cm. The specimen was exposed to static liquid Li at
600 °C for 750 h. Experimental measurements in terms of weight loss and
corrosion depth are used to calibrate the model.

The numerical simulation is conducted by considering a 2D compu-
tational domain with 100 μm in length and height. Only 2D simulations are
performed for simplicity, whereby the implications of this assumption are
discussed later. The dimensions are selected based on minimizing compu-
tational cost while maintaining an adequate region of microstructural fea-
tures to observe its influence. The computational domain is characterizedby
a microstructure with an average grain size equal to the PAG size, 20 μm
from the experiment in44, Fig. 18. Solely simulating prior austenitic GBs is a
reasonable approximation based on literature that details the extensive
corrosion and significant quantity of liquid Li at high-angle GBs following
compatibility experiments73,75. Nonetheless, incorporating the entire tem-
peredmartensitic constituents (i.e., lath and block boundaries) is important
to fully capture themicrostructural effects of liquid Li IGC and, as such, this
will be investigated in the future. Ten different microstructures are con-
structed to have a statistically significant sample and generate an average.
The ten microstructures used can be viewed in Fig. S.1 (Supplementary
Information). The simulation starts by solving for the smearedGB thickness
using the governing equation and corresponding boundary conditions in
Eq. (12). η = 1 is enforced on selected GBs that are expected to corrode.
Afterward, the resulting set of the governing equations (8) and (9) is solved
with accompanying initial and boundary conditions, Fig. 18. The compu-
tational domain initially consists solely of the metal phase. Thus, the initial
values for the phase-field variable and Cr concentration are set to ϕ = 1 and
�c ¼ 1. The liquid Li phase is represented through a concentration sink
implemented by prescribing the Cr concentration to zero. The sink is
positioned on the uppermost boundary of the simulated domain. As the
simulated solid phase is only exposed from the upper boundary, the other
three edges possess zero flux boundary conditions (n ⋅ ∇ ϕ = 0 and n ⋅ J = 0)
for both phase-field variable and Cr concentration. Substituting the liquid
phasewith a concentration sink does discount the effect of saturation,which
ultimately halts the corrosion process in static conditions44. Con-
sequentially, using a concentration sink to approximate the liquid phase
facilitates endless IGC.Yet, it is a justifiable approximationbefore saturation
is reached.
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The material properties and model parameters employed in the
simulation are summarized in Table 1. The diffusion coefficients of Cr in
the metal grain bulk Dmg and along GBs Dgb are taken from Čermák
et al.76. Due to a lack of experimental work, the interfacial energy Γ is
obtained based onGB interfacial energies for BCCmetals and alloys77,78. A
value of Γ = 4 J/m2 is utilized in the present work. The interfacial thickness
ℓ is selected to be significantly smaller than the computational domain and
characteristic grain size (ℓ = 4 μm). The phase-field parametersω (Eq. (5))
andκ (Eq. (6)) are then expressedusing ℓ andΓ, as indicated inEq. (7). The
thickness of the Cr-depleted region δgb is adopted based on experimental
work79, which found that the thickness varied between10–15 nm.As such,
a conservative approach is taken in the present study, setting δgb = 15 nm.
The computational GB thickness lp is set to lp = 100 nm. The two afore-
mentioned thicknesses; δgb represents the experimentally determined
parameter and lp signifies the thickness of the simulated GB region, are
employed via the constant product approach, to link the artificial
microstructure to physical material properties. The chemical free energy
density curvature parameter A in Eq. (5) is chosen from similar
studies29,30,65,67. Employing the first-principles calculations and the CAL-
PHAD approach can yield a more accurate description of the free energy
functional with thermodynamic properties over various compositions
and temperatures80, which can be fed into the current phase-field fra-
mework. The chemical driving force in the present model originates from
the difference in Cr composition and the equilibrium values csolid and csat
in each phase, Eq. (5). The former represents the initial known con-
centration of Cr in a steel specimen before exposure to liquid Li,
csolid = 13.4 mol/L44. The latter signifies the equilibrium concentration of
Cr in the steel specimen following exposure to liquid Li under static
conditions. Due to the extended exposure time tested in the compatibility
experiments conducted by Xu et al.44, along with the knowledge that
chemical equilibrium in static conditions with 100 mL of liquid Li is
reached within 250 h19,44, it is warranted to take the post-corrosion test
surface concentration of Cr as the equilibrium value, csat = 10.3 mol/L20.
The interface kinetics coefficientL governs themotion of themetal–liquid
interface and, as such, dictates the rate-limiting step of the corrosion
process. Comparatively large values give rise to diffusion-controlled
corrosion and transitions to activation-controlled as the value decreases29.
Dimensional analysis67 indicates that L needs to be L ≫ Dgb/(ℓ

2ω) for
diffusion-controlled and L≪Dgb/(ℓ

2ω) for activation-controlled regimes.
To ensure the corrosion process possesses adequate kinetics to operate
under diffusion control, it is given a value of L = 1m2/(N ⋅ s), which
satisfies the previous condition.

The weight loss of the simulated specimen is determined in the
simulation as

Δm ¼
Z cl;eq

0
c � csolid � ACr dΩ; ð13Þ

whereΔm represents themass loss in grams andACr is the atomic weight of
Cr in grams/mole. In accordance with the experimental procedure in
evaluating the susceptibility of specimenswith liquid Li, the obtainedweight
loss is normalized with respect to the exposed surface area of the specimen.
As such, Eq. (13) is divided by the length of the concentration sink region,
100 μm. The corrosion depth is determined by taking the mean corrosion
depth from all advancing corrosion fronts (ϕ < 0.5) along GBs that are
diffusing deeper toward the bulk. Figure 19 illustrates the weight loss and
corrosion depth averaged from ten varying microstructures. Figure 19a
showcases the strong resemblance between the phase-field predictions and
experimental data regarding weight loss. The weight loss predicted by the
model passes through the upper relative error at 100 h and matches the
experimental data at 250 h with high accuracy. Moreover, the corrosion
predictions displayed in Fig. 19b similarly shows a high correlation to the
experimental data, resulting in a corrosion depthof 9.4 μmafter 250 h.After
500 h, the model predicted an average weight loss of 1.16 g/m2 where the
liquid Li reached an average depth of 12.5 μm. The logarithmically varying
profile for the weight loss and corrosion depth signifies that the corrosion
process is in the diffusion-controlled region, further aligning with the
literature and proving that the phase-field mobility parameter L is
adequately selected. The close comparison between the phase-field
predictions and experimental measurements44 showcases the capabilities
of the current model to simulate IGC. Following model calibration and
validation, microstructural and GB properties are altered to observe their
dependence on the corrosion resistance of the simulated F/M specimen to
static liquid Li in section "Results". The data are compared against the
reference geometry described in this section.

Data availability
The relevant data are available from the corresponding authors upon rea-
sonable request.

Code availability
The code developed together with example case studies and documentation
is available at https://mechmat.web.ox.ac.uk/codes.

Fig. 19 | Phase-field predictions following a 500 h simulation with a 20 μm
average grain size microstructure compared to experimental measurements
fromXu et al.44.Phase-field predictions for aweight loss and b corrosion depth. The

data presented is taken from an average of ten microstructures where the shaded
colored region represents the SD of the ten simulations.
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