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Robert Skilton1 and Yang Gao2

Abstract— Present inspection techniques in place at the Joint
European Torus (JET), as well as some of those planned for
ITER make use of robotically deployed inspection systems,
which typically collect data for offline analysis. This can be a
slow, laborious process with subjective or error-prone results.
There are significant benefits to be gained through automation
or user assistance, for example through prioritisation of samples
for analysis.

Automated visual anomaly detection is a highly challenging
problem due to high dimensionality of the input data, meaning
that the normal statistical distribution cannot be directly
modeled. We provide a robotic and algorithmic framework that
utilizes Generative Adversarial Networks (GANs) to indirectly
model this distribution, and hence provide a mechanism to
quantify the anomalousness of given image data samples from
a tokamak environment.

This paper presents an approach to visual anomaly detection
that combines multiple deep neural network architectures
in order to extract individual components and then classify
anomalies. An overview of the architecture and algorithms
employed as well as quantitative and qualitative assessments of
the performance against data from both a benchmark dataset,
and real data gathered from JET components is provided.

I. INTRODUCTION

Visual anomaly detection is a task which is of significant
relevance to quality control processes and inspection tasks
in various domains. Anomaly detection can be described
as the identification of the presence of out-of-the-ordinary
content in a given data sample. In visual anomaly detection,
data samples are typically images, and anomalies typically
represent features present in the scene which are not normally
expected or occur with relatively low frequency.

In industrial applications, anomaly detection is important
for detecting defects in products, machines, and infrastruc-
ture such as cracks in concrete, delamination in steels, or
corrosion on metal surfaces.

A common application of computer vision techniques in
industrial inspection is in quality control through the auto-
mated detection of surface defects. Surface defect detection
is, however, not only invaluable for manufacturing quality
control, but also in inspection of equipment in operation.
Surface defect detection has been applied to wood surfaces
[1], metallic surfaces [2], [3]. Common techniques include
frequency analysis methods, Gabor filters [4], and more
recently, methods based on deep learning techniques [5].
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Fig. 1. The GAN is first trained in a standard configuration (top), to
simultaneously discriminate real from generated samples whilst predicting
z through a latent regressor. At runtime, the network is inverted (bottom),
the discriminator becoming an encoder, predicting the latent representation
which is then used to regenerate the sample image based on the learned
generative model.

A large volume of research has been directed towards
techniques for detection of cracks in concrete [6], [7], steel,
and other structures [8]. This is of obvious importance for a
wide range of civil infrastructure inspection tasks, including
bridges, tunnels [9], [10], and pipelines [11].

One machine inspection task that is of particular impor-
tance to regulatory aspects of machine build and operation
is that of weld inspection. Pressure vessels and pipelines
are usually required to conform to codes and standards such
as ASME B31 [12], which involve inspection prior to first
use as well as routine inspection during the lifetime of the
equipment. Elements of the problem include detection of the
weld bead [13], and detection of weld seam profiles [14],
as well as the subsequent characterisation of weld quality.
Sometimes these tasks are required to be carried out in
confined spaces with limited scope for access. As such there
is an active interest in development of robotic systems that
can deploy sensors into challenging environments for weld
inspection [15], [16] and development of crawlers for in-pipe
inspection [17]. Other work has looked at inspection of vari-
ous types of machines and components such as storage tanks
[18], solar power plant equipment [19], railway equipment
[20], and ship structures [21]. In the world of nuclear fusion
inspection, although there have been several experimental
studies in automated inspection, e.g. [22], the large majority
of in-vessel inspections are conducted manually which can
be extremely slow, laborious, and error-prone.

Numerous examples can be found in the literature of
industrial inspection and visual anomaly detection for iden-
tification of specific defects, however the identification of
unspecified, general defects is somewhat more challenging.
Anomaly detection in other domains often relies on modeling












