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Abstract

In this paper we present optimized actuator trajectories, evolving in time and space, of non-inductive ramp-up
scenarios for the Spherical Tokamak for Energy Production (STEP). These trajectories are computed by solving a
non-linear, multi-objective, constrained, finite-time optimal control problem. A method unique to STEP ramp-up
studies that provides an alternative to existing trajectory search strategies which rely on manually adjusting trajecto-
ries to reach a desired state. To navigate a nonlinear parameter space which is densely populated with local minima,
we demonstrate an iterative objective function construction process whereby costs and constraints are included suc-
cessively and re-optimized after each inclusion to improve convergence and feasibility. This method is particularity
useful when the initial trajectory is far from the desired operating space. We use the RApid Plasma Transport simula-
tOR (RAPTOR) code to self-consistently solve four coupled, 1-D state equations; poloidal flux, electron temperature,
ion temperature and electron density. Our STEP actuator trajectories lasting 1500s, consist of 8 Gaussian ECHCD
beams distributed across the minor radius, a Deuterium/Tritium particle source and plasma current. We also intro-
duce a modified transport Bohm-gyroBohm model and a new actuator module to RAPTOR which were required to
adequately simulate the STEP operating scenarios.

Keywords: Plasma transport modeling, Optimization, Optimal control problem, Tokamak plasma control, Scenario
development, Kinetic control, ramp-up,

1. Introduction

1.1. Background

The United Kingdom Atomic Energy Authority is
currently designing the Spherical Tokamak for Energy
Production (STEP) which aims to be the first electric-
ity producing fusion reactor by 2040 [1]]. The spherical
tokamak (ST) principle enables a more compact ma-
chine design, which has the advantage of high 3, By
and elongation. Hence, ST’s produce a higher plasma
pressure at lower toroidal field strength, when com-
pared to conventional aspect ratio tokamaks. Typically
in a tokamak, inductive current drive using a central

*This material is based upon work supported by the United King-
dom Atomic Energy Authority, Culham Center for Fusion Energy
*Corresponding author
URL: joshua.mitchell@ukaea.uk (J Mitchell)

solenoid is the primary plasma current actuator, but the
limited flux swing of the solenoid restricts these de-
vices to pulsed operation. In ST’s, and particularly
in STEP, the solenoid flux swing capacity is greatly
reduced due to physical space constraints in the cen-
tral column. The best currently available non-inductive
current drive methods for STEP are electron Bernstein
wave (EBW) and electron cyclotron heating and current
drive (ECHCD). Although these methods are inefficient
compared to solenoid driven current and are difficult to
control due to strong non-linear couplings with electron
temperature and density, they can be used to directly
manipulate the current profile, unlike in conventional
tokamaks where the inductively driven current diffuses
restively from plasma edge.

At present, the proposed STEP ramp-up scenario con-
sists of two stages: the first is outside the scope of this
study, but consists of breakdown, burn-through and a
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short, purely inductive, Ohmic heating phase aimed at
getting the plasma current to 2.2MA, the shape to full
bore and the x-points formed. The second phase lasting
~ 1500s and where our simulation begins, is fully non-
inductive and driven by a large ECHCD system. Our
ramp-up plasma consists of a 50/50 Deuterium/Tritium
mix with z,ss = 2 at the core increasing linearly to
Zefy = 4 at the edge, this is to support the high ra-
diative fraction and meet divertor heat load constraints.
Radiation losses are taken into account using a profile
scaled to 50% of the input power with a fixed shape
typical of high radiation fraction experiments. In the
absence of validated thermal transport models in our
high electron/ion temperature regimes and the lack of
experimental data, the purpose of this paper is not to
find practically viable solutions, but rather to address
the challenges involved in controlling and developing
non-inductive ramp-up scenarios.

1.2. Relation to previous work & motivation

The fully non-inductive ramp-up scenario is partic-
ularly challenging. Firstly, the solenoid driven current
must be completely replaced by externally driven cur-
rent sources. Secondly, excessively peaked safety fac-
tor profiles (current holes) must be avoided to maintain
MHD stability and avoid formation of strong instabil-
ity driving Internal Transport Barriers (ITBs). Large
current holes also cause simulations to become numeri-
cally unstable. Thirdly, the current profile must be care-
fully controlled to avoid excessively large normalised
internal plasma inductance, /;(3), which leads to an un-
controllable vertical instability and excessively low /;(3)
which degrades performance. Finally, a balance must
be found between non-inductive current drive efficiency,
high electron/ion temperatures, input power and a favor-
able Greenwald Fraction (fgw).

While fully inductive and partially non-inductive
ramp-up studies are well researched both numerically
and experimentally, there is a considerably smaller body
of work covering the optimization of fully non-inductive
ramp-up scenarios. Possibly the oldest most directly re-
lated source on this topic is [2] in which a simplified
analytical approach is taken to realise the optimal in-
put power at which the efficiency of radio-frequency
energy converted into poloidal magnetic field energy
is maximized and thus the optimal non-inductive cur-
rent ramp-up rate. This shares similar principles to
impedance matching of electrical current sources and
loads. Since then, a fully non-inductive ramp-up has
only been achieved on a few devices, most recently
on QUEST to peak plasma currents > 70kA in ~ 3s
by injecting 100kW of EBW at relatively low f,,, [3.

The TST-2 spherical tokamak team have also achieved a
fully non-inductive ramp-up to one quarter of their typ-
ical inductive discharges [4].

Improving on the previous work on NSTX by [5],
the simulations conducted by[6] achieved non-inductive
ramp-ups at low temperatures with a self-consistent
1.5D transport model (TRANSP) and prescribed time-
varying electron density profiles. The lack of feedback
control or an optimal trajectory planning scheme in [6]
implies that trajectories were found manually through
trial and error and the associated difficulties of this strat-
egy are what we aim to mitigate in this paper.

The only other fully non-inductive current ramp-up
simulations on similar scales as the scenario in this pa-
per were performed by [7]. Using the JETTO-ESCO
code for an earlier version of the STEP ramp-up, their
simulations focused on scanning the parameter space to
ramp plasma current with a zero loop voltage bound-
ary condition at low few ~ 0.25. Although success-
ful, the current drive profiles, input fsw and heating
required manual tailoring to avoid strong shear rever-
sal, current holes or sudden loss of current. Build-
ing on this work we have updated and implemented
the RApid Plasma Transport simulatOR (RAPTOR) and
its optimization framework to speed up the process of
finding non-inductive ramp-up trajectories. RAPTOR
is a reduced physics model intended for rapid profile
evolution in which four 1-D state equations are self-
consistently evolved; poloidal flux, electron and ion
temperature and electron density [8]. Unlike in previous
works, our simulations use 10 actuators (plasma current,
8 x ECHCD beams, 1 x particle source) to manipulate
the trajectories toward a non-inductive state using opti-
mal control techniques.

1.3. Paper outline
This paper is organised as follows:

e section[2} a brief formulation of the MHD trans-
port physics used in this study,

e section 3} covers the optimization method used,

e section [} details the formulation of the optimal
control problem,

° sectionE]: results are provided and discussed,

e section|[6} conclusions are given.
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STEP PLASMA FLAT-TOP PERFORMANCE
Fusion Power (MW) 1760
Net Electric Power (MW) 154
Fusion Gain Q 11.7
Plasma Current (MA) 20
Toroidal Mag. Field (T) 3.2
Confinement Factor (H98) 11
Beta N 4.4
Greenwald Fraction 1.0
Radiation Fraction 0.7
Bootstrap Fraction 0.81
Plasma Major Radius (m) 3.6
Elongation (X-point) 2.8
Aspect ratio 1.8

Figure 1: A JINTRAC generated equilibrium of the SPR45 STEP
design concept recomputed by CHEASE [10]. This equilibrium is
shown without divertor legs or xpoints, however this is only a limita-
tion of the equilibrium generation in JINTRAC and does not signif-
icantly affect the core plasma physics. The size of this equilibrium
is set by the inboard build and the ST requirement on aspect ratio
A < 2.0. The center column is constrained to a minimum of 1.6m
to allow space for necessary components. The elongation is the max-
imum that can be realistically controlled. Triangularity is set to the
maximum that the PF coils can support since pedestal performance is
proportional to triangularity squared according to ideal MHD peeling-
ballooning theory.

2. Tokamak plasma transport: MHD

2.1. Magnetic equilibrium geometry

Although iteratively coupled or externally prescribed
time-varying geometry is within RAPTOR’s capability
[9], all simulations in this study were done with fixed
equilibrium geometry. Our simulations start from a full
bore plasma at the end of the inductive phase, where we
intend no further changes to the plasma shape. The par-
ticular equilibrium under study is referred to as SPR45
and is shown in Fig. [I] It is a highly elongated plasma
and thus has strict [;(3) constraints to maintain verti-
cal controllability. The free-boundary Grad—Shafranov
equilibrium solver ESCO, embedded in JINTRAC, was
used to generate an initial set of equilibria which where
then ported into the CHEASE-RAPTOR formaﬂ

2.2. Poloidal flux diffusion

eq. (I) defines the parabolic partial differential equa-
tion (PDE) used in RAPTOR to describe the distributed
poloidal magnetic flux y(p, f) evolution in time and 1D
space with Neumann boundary conditions (Z) and (3),
[L1]]. Where g», g3, G2, V’ Y and F = RB, are terms
which depend on the magnetlc equ111br1um and machine

IRAPTOR has COCOS = 11, with o, =0, = 1, following the
COCOS coordinate convention [10].

geometry. p = Py = VO/Dp, is the normalized
square root of the toroidal flux and is used as the spa-
tial variable. @ is the toroidal magnetic flux enclosed
by a poloidal flux surface, and @, denotes the toroidal
flux enclosed by the last closed flux surface (LCFS). For
more details see [11].

(&ﬁ pd, @W)_ F? ﬁ[gzgﬁ_lﬁ]

Orly 20, 0p)  1672u0®2pp| p 0p
zg s + e (D)
% o =0, ()
|22 =ho @)

The neoclassical electrical conductivity, o and the
bootstrap current, jj,, are defined by the well known
Sauter models [12]. The auxiliary driven non-inductive
current source provided by the ECHCD system, j,., is
defined heuristically, see @

2.3. Thermal diffusion

eq. @) defines the PDE for the evolution of ther-
mal transport in time and 1D space for species s, with
Dirichlet conditions given at the plasma boundary [13]].

3 a0 b 0
SV PG - 505 55PN Vp) ]
o
1 0 oT, 5
V,ax § wogs +5TTe0 =P @)
81, 0n; g
I,=- + 2 Von,. )
V/Z (9,0 Vp

where T(p, 1), ns(p, 1), xs(o, ) and [';(p, t) are the tem-
peratures, densities, thermal diffusivity and convective
fluxes of the considered species. Pj is the sum of power
density sources and sinks and go, g; are magnetic equi-
librium geometry terms. For more details on these see

(8.

2.4. Particle diffusion

eq. (@) defines the PDE for the evolution of particle
transport in time for species s. Where D; is the particle
diffusion, and V, the positive outward particle pinch.
Similarly to the thermal transport equation, Dirichlet
conditions are given at the plasma boundary [13].
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GENRAY/CQL3D-EBW

1.0 GRAY-ECHCD

RAPTOR-ECHCD

0.0 0.2 0.4 0.6 0.8 1.0
Ptor

Figure 2: The fixed dimensionless ECHCD (GRAY code) and EBW
(GENRAY/CQL3D) efficiency &4 [16], compared to the £.; ECHCD
efficiency used in RAPTOR simulations.
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2.5. Sources & sinks

The ECHCD module is implemented according to
[8]], but worth reviewing here due to its importance in
this study. This actuator model has two components, a
heating source, p..(p, ), [W/m?], defined in eq. (7) and a
current source, j..(o,?), [A/m?], defined in eq. (8). The
current source efficiency is dependent on 7, ., the cur-
rent drive efficiency scalar e.4(p) and the trapped par-
ticle fraction, cdy,,, which we set to zero to simplify
the problem. The GRAY code, [14], was used to cal-
culate an estimate of the dimensionless ECHCD effi-
ciency factor, &4 from [15)]. In fig. 2] a comparison
between this factor and the simplified estimate used in
this study is shown. To port &, into RAPTOR we set
gca(p) = (1e°[m™3]/1€3[keV])éeq. Our ECHCD system
consists of 8 Gaussian actuators with fixed widths of
Waep,e = 0.25, equally spaced across p from 0 to 0.8 and
a peak current drive efficiency of the order 160kA/MW
in the low fow regime.

_4 _ e 2
Pec(p; 1) =Pec(1) exp{w}/

dep,e
f . exp { —4(p —2 Pdep.e)’ }V’ dp. 7
0 wdep,e
el 1) =Eoge—Crart? 1025 Te yt0-picne 13,0 (1),
n
‘ (®)

Alpha power, electron-ion equipartition power, Ohmic
power and Bremsstahlung models are self-consistently
calculated for simulations detailed in this paper. Line-
radiation is included as a scaled input, P,y = 0.5P,,,
with an estimate profile based on experiments.

The electron density particle equation was modified
to include a continuous-pellet actuator modeled as a
simple normalized Gaussian:

—4(p . Pdepe)’ } /

dep,e

3 _ _ 2
0

wdep,e

Sne(p, 1) =8 e (t) eXP{

This is an important feature, as will be shown later, be-
cause the ramp-up is highly sensitive to density evolu-
tion.

2.6. Extensions to particle and energy transport models

RAPTOR has a variety of transport models available
to simulate thermal and particle diffusion at low mag-
netic shear [11]]. The empirical mixed Bohm-gyroBohm
(BgB) model used in this study was modified in or-
der to achieve the high performance operating scenarios
demonstrated in JINTRAC runs [7]. Plasma transport
is dominated by turbulence and the fusion performance
by the H-mode pedestal. Both phenomena are not well
understood particularly in ST regimes and our current
models feature large uncertainties. Gyro-kinetic codes
provide a better picture, but with high computational
cost they are not suitable for long-time scale simula-
tions or rapid scenario development. From this perspec-
tive, simplified (semi-empirical) models are justified to
gain computational performance at the cost of accuracy,
while we await the development of improved reduced-
models for STEP. Our operating scenarios feature elec-
tron temperatures in excess of 40keV, high and low fgw,
and high By. Since, no experimental data exists for
these regimes with ST geometry, we use semi-empirical
transport models calibrated on existing machines and
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scalings which have been verified using JETTO. What
is important is not the accuracy of our model, but the op-
timization method which can theoretically be applied to
any transport model which has analytically computable
Jacobians.

H-mode and pedestals. The first modification to the
BgB model was a simple transport pedestal feature,
whereby a fixed pedestal is imposed through the multi-
plication of a suppression factor toward the outer edges
of the y(p) profiles. The pedestal suppression factor is
an exponential function prescribed by decay rate (og),
width (p;e ;) and minimum edge value (¥ min),€q. ||
In order to simplify the calculation of the analytical
Jacobians % , a mapping is found between the fitted
pedestal, eq. (IT), and the original BgB profile so that
a new “continuous” profile eq. (IZ) can be calculated.
This process is done every time-step which allows the
pedestal height to vary with the BgB transport model
and Hogy 2) confinement feedback scaling as detailed by
eq. (I6). The pedestal width can be fixed or time vary-
ing, but for this study it was fixed to 12% of p. This
value was chosen for numerical stability and because
the overall pedestal shape compared well with JETTO
simulations.

c (o lhed
= (X‘Y(p;ed) _Xx,min)e(pv(p 4 )) + X s,min

Sped
(10)
s Afp<pl,
Xe.finea(p) = { Jpeds otherwi}se ’ (D
M = Xe fitted @ Xs» (12)
Xs,PED = Moxs. (13)

where the @ operator is element-wise division.

Hog(y2) Confinement feedback. The second modifica-
tion was the inclusion of a closed loop confinement fac-
tor controller which scales the BgB coefficients, forcing
a target confinement through feedback, in this case the
confinement target is based on the international scaling
Hog(y2) = 1.1 [18]. Similar techniques have been im-
plemented in JETTO and in [9]], however our PI based
controller is bounded to the positive right hand plane by
an inverse exponential function eq. (I3). This prevents
a negative control output when the error is positive, al-
lowing operation over the whole range of positive and
negative error. To avoid numerical issues, the pedestal
is assigned first as in eq. and then the feedback scal-
ing as in eq. (I6). Note that the same fb,,, is applied to

5
Oxe OXe OXe
0 10° o0 x107 Ot 0 10° on,
1 Analytical A
= = = Numerical !
; 08 0.2 A
06 0.4
2 0.4 0.6
—— Analytical 0.2 \ [-0.8 —— Analytical
3 = = Numerical v = = = Numerical
- 0 i
0 05 0 05 10 05 1

Figure 3: In this figure we compare the BgB model’s analytical and
numerical Jacobians w.r.t each state variable (excluding ions) for one
time-slice in the discharge. The numerical parts were calculated by
running the BgB model once and then again in three separate instances
where the input states 0y, 9T, and dn, are slightly perturbed. We then
take the difference between the original and perturbed BgB output.
There is good agreement between both methods, but there is some
discrepancy in the regions for p > 0.9 for 07, and dn,. Future work
will aim to mitigate this minor issue.

both electron and ion sources.

E(t) = Hog(y2)(t) — Hog(y2),ref (1) (14)
fbout(t) — (e—(KpE(t)+fKiE(Z)dt))—1, (15)
Xs,scaled(p’ H= fbout(t)()(s,fped(p’ 1). (16)

This pedestal and Hog(, ) scaling also affects the
particle transport because the electron diffusivity and
pinch velocity are calculated using the ’y, — scaling’
model. Essentially D, and V), from eq. @ are set lin-
early proportional to Y. scaled(0, ), such that D,(p,t) =
@DXe,scalea(p> 1) and Vpe(ps 1) = ayD.(p, 1), where ap, ay
are prescribed fixed or time varying scalars.

Analytical Jacobians of the modified Bohm-gyroBohm
model. The inclusion of electron density Jacobian
eq. was implemented to give a more up to date
Jacobian w.r.t all states, eq. . Where ap is the
Bohm scaling term per species. In eq. (I9) the confine-
ment feedback scaling and pedestal were then included,
where s refers to species. A comparison between the
analytical and numerical Jacobians is shown in fig.

Ox's —2|Vne|.g*.T,
=g ———— 2, 17
on, @B, B,.n2 an
dys Oxson, OxysdT., Oxs 00
= + + -—, 18
ox On, O0x 0T, O0x oy ox (%)
6 s,scale 8 s
oscdled gy, (1M, 22 (19)
Ox ox
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3. Optimization Method

The Sequential Quadratic Programming (SQP) algo-
rithm [[19], from the Matlab Optimization Toolbox, was
predominantly used to solve the optimization problems
in this study and the interior-point algorithm was used to
cross check convergence and solutions. Both algorithms
require local estimates of objective functions and their
gradients. Long timescale discharges (> 1000s) make it
computationally intractable to compute gradients using
finite difference methods. Predictive-RAPTOR over-
comes this by simplifying the formulation of objective
functions and their gradients using state sensitivities as
formulated in sectiond] Both algorithms are local mini-
mum solvers, thus it is important to provide a reference
trajectory that is as close as possible to the local min-
imum desired, and if possible with all constraints sat-
isfied. Anything sufficiently far away from the desired
minimum was found to end in poor feasibility or badly
satisfied constraints. To reduce the tedious process of
manually adjusting trajectories to reach the operating
point, an iterative process was developed to gradually
build the objective functions, starting with a simple cost
function with few or no constraints. This process is il-
lustrated in fig. 4] The very first references, taken from
JINTRAC runs in [7], were modified slightly to make
the simulations numerically stable in RAPTOR. A sin-
gle input single output PI based fiw feedback controller
acting only on §,,, was used to plan the starting fw tra-
jectory and then removed for the optimization process
so that the control vector acts directly on S .

4. Formulation of the optimal control problem

In this section we briefly formulate the nonlinear,
constrained optimization problem. We make several
changes to the optimization problem posed in [8]] and
[9]. Firstly, all the cost functions and constraints in this
study are active for the entire discharge and not just the
end time point, secondly, we add several new constraints
and finally, we use 8 ECHCD actuators and a new par-
ticle source actuator. Our time step and time horizon
are also significantly larger, 2s and 1500s respectively.
The time step is large to cope with the computational
burden of the significantly longer 1500s discharge peri-
ods. With this step size a single discharge takes approx-
imately 2 and 5 minutes, depending on numerical con-
vergence for each time-step. For 1 optimization run the
process can take up to 8 hours, depending on optimiza-
tion feasibility and the number of degrees of freedom
(time-knots).

4.1. Control vector parametrization

In order to reduce the degrees of freedom in the opti-
mization problem, the prediction horizon can be discre-
tised into manageable piece-wise chunks by parametriz-
ing the continuous actuator input vector in time. The ith
actuator input vector u;(?) is discretised as a set of pa-
rameters p € R™ written as:

uit) = Y Pij0)pi;; (20)
J

P;(?) is a scalar piece-wise linear or piece-wise constant
function (with finite support), p; ; is a weighting scalar
and n; is the number of parameters which defines the ith
actuator trajectory [8]].

The actuator constraints are formulated directly on el-
ements of the parameter vector p and are illustrated in

fig. [l

4.2. Cost function definition

The cost function to be minimized is defined in
eq. (ZI) as the sum of weighted 2 norm time integrals.
The integrals are arranged in descending order of im-
portance with the minimization of the flux swing at the
top. The individual analytical cost function gradients
w.r.t the control vector p in eq. are calculated using
chain rule and the state sensitivity, g—;.

min(Wedge) ¥t min(/;(3) — 0.3)Vt

l‘f tf
J= f Weasell di + f I0,3) ~ 03I, dr.  (21)

I 0]

dJi(x,u) 8J; dx N
dp ~ Oxdp

(9J,» ou

5 op (22)

4.3. State trajectory constraints

The following state constraints have been chosen,
starting with eq. (23), a hybrid scenario lower limit on
the safety factor which takes advantage of improved
confinement and avoids sawtooth crashes and other
MHD instabilities or disruptions. eq. (24) prevents dis-
ruptions due to the fow limit and egs. (23) and (26)
avoid run-away electrons. eq. prevents By disrup-
tions. eq. avoids high /;(3) which leads to vertical
instability and avoids low /;(3), to allow divertor shap-
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Figure 4: A simplified diagram of the optimization processes used in this study. a) illustrates how initial JINTRAC trajectories are provided
and refined. Costs and constraints are then added until targets are met while keeping the number of time knots fixed. b) a closer look at the
RAPTOR SQP process, where states are evolved using the selected control vector po, after which state sensitivities are calculated to facilitate

further calculation of the cost and constraint Jacobians.
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Figure 5: Plots (a) to (b) illustrate the upper and lower boundary
constraints on the 10 actuators with the upper bounds (ubou), lower
bounds (Ibou) and the parametrized control vector time knots. In (a)
the plasma current is upper bounded by 125% and lower bounded by
80% off the nominal trajectory. Note that the initial and final points
are fixed to 2.2MA and 20MA respectively. In (b) the input auxiliary
power is lower bounded to zero and each actuator has a large upper
bound of 150MW. Finally in (c) the particle source is upper bounded
to 12.5¢19m™3 and lower bounded to 0

ing and maintain good confinement.

Cozly (0 1) 2 21, (23)

C fosun, (D) < 11, (24)
C oot () 2 0.2 V1, (25)
Cr,<u,, (1) < T0KeV V1, (26)
Chy<u, (1) < 4.4 V1, 27

CiGy<u, (1) < 0.4 1,

Ci3y21,, (1) = 0.25 V1. (28)

The constraints are formulated as in [8]] and denoted
Ci(t, x(t)) < 0 for the ith constraint. Constraints de-
pendent on p are checked for limit violations along p
and then integrated first over p eq. (29), convexified and
then integrated over the desired time period, in this case
eq. (30) is V 7. Note that ¢ is a relaxation parameter to
ensure % # 0 when C;(p) = 0 [6].

Ve
ci(t) = max [0, (i, 1) — im)] dp, (29)
0
Tf
Ciciy, = f ci()*dt—e<0, (30)
4]

The constraint gradients in eq. (31) are tackled in a
similar fashion to the cost functions.
dCiSilim
dp

oc;(t, x) %

= fmeax [0, ci(2, x))]

fo
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The final optimal problem can be written as:

minJ = J(x(1), u(t)) (32)
such that (33)
fx(®),u(t),t) =0Vt (34)
wi(t) = Y Pi0pi; (35)

j
Cx(n) <0 36)

5. Results & Discussion

The evolution of the last optimized trajectories for the
1500s ramp-up scenario are illustrated in fig. [}a-j. The
first of these was optimized with only Jy ¢4 and con-
straint eqs. (24), and (27). This result was then
passed through the optimizer again, but with a modified
objective function. The second trajectory was optimized
with only Jy cdge, Jii3 and egs. (23] to (27). Only the final
trajectory, illustrated by solid-lines, was optimized with
the full set of costs and constraints given in section [4]
using the interior-point algorithm. We want to empha-
sis that if the first reference trajectory is optimized with
the full objective function, the solver does not converge,
since over-constraining the parameter space while the
trajectory lies outside the constrained region, prevents
the solver from adequately navigating to a local minima.
This issue occurs frequently if .4, is constrained too
early on and in this particular run we avoided constrain-
ing it entirely. In fig. @e the peak ¥oqq. and Ay, gq. have
been reduced from first trajectory by an order of magni-
tude. In the second trajectory Ay ,qq is within 400mWb,
but due to the addition of the /;(3) constraint in the fi-
nal trajectory, Ai.qe. rises to 800mWb. The large start-
ing ECHCD power of ~ 100MW in fig. [6]b, mitigates
the initial spike in 4. This was one of the most
prominent features that almost all optimizations runs in
this study found. Due to this heavy initial power load
on the divertor heat flux (~ 50MW), the starting edge
density is set to 1.5¢19m~3 and increases linearly (pre-
scribed as a boundary condition) to 3e19m~3 at 1000s
after which it remains at this value. In the current de-
sign, the solenoid constraint is so strict that to prevent
quenching, absolutely no current can be present in the
coil during ramp-up, this may not be the case in this
run, but the argument could be made that the remaining
flux swing can be compensated by poloidal field coil
contributions alone. In any case, for RAPTOR to sim-
ulate absolutely zero ¥,qge., the boundary condition in

eq. (3) will need to be changed to either a Dirichlet or
a Robin boundary condition. This has not yet been im-
plemented, but will be in future work.

In fig. [6]f we see that the reference fgw trajectory de-
cays to the lowest possible value to maximize the cur-
rent drive efficiency. However, before 100s the opti-
mizer chooses a counter-intuitive path that initially in-
creases the fgw using a combination of S, in fig. @c,
I, in fig. [}a & P, in fig. [6]b for the first 100s. This
has the combined affect of reducing /;(3) in fig. [6lc and
maintaining a steady T, rise in fig. [flg, which prevents
the plasma from becoming too conductive early on. It
also increases the controllability of the g-profile in the
discharge and reduces the plasma back-EMF. Although
the increased density helps to distribute the plasma cur-
rent and bring down /;(3), the optimizer does not reach
the [;(3) = 0.3 target perfectly. The reason for this is that
the two active cost functions are conflicting in descent
directions for most of the discharge as shown in fig.
It is an optimization problem in itself to find perfectly
balanced weighting factors, and in other simulation tri-
als where the relative cost weight of /;(3) was increased,
it resulted in larger perturbations in 4. violating the
requirements. It is the active constraint on /;(3) that is
responsible for forcing the value to < 0.4 as shown in
fig. [7]b, but at the cost of increased flux swing. Adding
the constraints for /;(3) only in the last optimization step
while keeping the relative cost weight on /;(3) low, al-
lows the optimizer to converge to a solution closer to
Yedge = OV1. It is also important to note that the large
Ohmic current fig. [f]j is indicative of a high T, high
impedance plasma with a large back-EMF and a long
resistive timescale (> 1000s). The back-EMF becomes
larger as the plasma gets hotter, since plasma resistiv-
ity scales with T, 32 further increasing the P,. required
to overcome it. This is the unfortunate side effect of
an inefficient current drive scheme coupled to a heating
source. Indeed, the induced current will eventually dif-
fuse away at which point the Ohmic current will go to
Zero.

Profile evolution, H-mode and transport. The final tra-
jectory state profiles for three time points in the dis-
charge 500s, 1000s, 1500s are illustrated in fig. @k—o.
For the entire duration of the ramp-up we assume that
we are in H-mode, since the pedestal is active from the
start and is most visible in fig. [flo. The g-profile evolu-
tion within the constraint is illustrated in fig. [6lk. Since
the g-profile is free to evolve within the constraint, mi-
nor current holes develop due to the locations of the
ECHCD, but because these are localized it is anticipated
they will not cause major instability. If they do become
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Figure 6: Subplots (a) to (j) illustrate the actuator inputs, plasma quantities and states evolved over the 1500s discharge. In every figure there are
solid and dash-dot-lines. The solid lines represent the final optimized trajectory that satisfies all constraints. The dash-dot-lines represent the last
two optimized reference trajectories, indicated in (a) as I, and I, ; and are shown in increasing thickness in the same color as the final optimized

solid-line signals. The black dashed-lines indicate constraints. On the actuator signals there are

3 99

0” markers which indicate the parametrized

control vector time knots that are linked together piece-wise linearly to form the “continuous” solid lines, see eq. @) Subplots (k) to (o) illustrate
the final optimized trajectory profiles across the minor radius for three time points in the discharge 500s, 1000s, 1500s. Note: Assume equal scaling
and units for all signals in the plot, if signal scaling or units are not explicitly indicated.

a problem then further optimization will be needed to
remove them. The profile eventually settles very close
to the desired steady-state, monotonic g-profile. Includ-
ing a fixed reference g-profile tracker in the cost func-
tion was attempted, however this approach consistently
resulted in unsatisfactory minimum costs on ¥/¢gg.. This
indicates that if the ideal time-varying g-profile refer-
ence is not known, then this parameter should be al-
lowed to evolve independently from the cost functions
to maximize the reduction of ¥.4,. and improve conver-
gence.

Sensitivity to the Greenwald fraction. Knowing what
initial reference fgw trajectory to execute the ramp with

is as much of an initial guess as the initial ECHCD pro-
file. We have guessed that the best route would be at low
Jow due to high current drive efficiency at low density.
However, the optimization process does not directly
show this given any fgw trajectory because the gradi-
ent descent will pick either high or low fsw depending
on the starting conditions. A loosely defined precipice
for this decision seems to be that for fgw 2 0.5 the opti-
mizer will tend toward dominant bootstrap current drive
in the high fGw region and for fgy < 0.5, the optimizer
will choose dominant ECHCD in the low fgw region.
However, in our simulations we have not managed to
converge to suitable Ay, 4, in the high fGw region. Op-
erating in the low fiw region has a major impact on the
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Figure 7: We can gain insight into the cost and constraint gradient
descent direction for the discharge by plotting of dJ/dp & dC/dp,
where the cost and constraint gradients are w.r.t the parametrized con-
trol vector described in section f.1] The underlying components of
cost in this case are 0Jy, cage/0p & 0J;;3/0p. Note that 0Jy;3/dp, is
just a fraction of the total cost. dJ/dp is computed from the final sim-
ulation the optimizer executes before terminating. Each dot represents
a time knot of the control vector which is linked together piece-wise

linearly, see (20).

ability for the plasma to produce alpha power and sig-
nificant bootstrap fraction. Getting the plasma from this
region to a high fgw region with suitable Ay/eqg., Within
the constraints is one of the critical challenges in future
work.

6. Conclusions

The RAPTOR code has demonstrated its ramp-up
scenario development capability on STEP by success-
fully optimizing the existing ramp-up scenario within
desired constraints. This method is unique to STEP
ramp-up studies because it provides an alternative to
existing trajectory search strategies using JINTRAC,
which rely on manually adjusting actuator trajectories
to reach a desired state.

Local Minima. The highly nonlinear and coupled
transport model results in a parameter space densely
populated with local minima. Objective functions are
highly sensitive to initial trajectories and simulations
often end in poorly satisfied objective functions or in-
feasibility if initial conditions are not chosen carefully.
We have demonstrated a method in which these two side
effects can be mitigated by gradually building up the ob-
jective function and optimizing at each step.

Toward real-time control. The techniques and objec-
tive functions developed here are directly applicable to
real-time model predictive control, however there is the

practical issue of computing solutions to this full RAP-
TOR model within the mili-second time frame which
still needs to be addressed.

7. Future work

Work is currently in progress to identify a trajec-

tory to a steady-state burning plasma with a fusion
0= % = 11. More advanced search algorithms will
also be explored such as pattern search. Development
of dynamic constraints is underway to deal with diver-

tor loading and run-away electrons.

7.1. Extension to stochastic trajectory optimization

The modelling presented utilises deterministic pro-
cess models and assumes full knowledge of the current
state of the plasma. This is sufficient to generate approx-
imate estimates for current drive actuator heating power
and bandwidth. It is however, insufficient to determine
how closely the identified trajectory can actually be fol-
lowed by the STEP machine. To assess the control sys-
tem trajectory following performance the uncertainties
in the process model, partially observed state and actu-
ation need to be considered.

8. Data Availability

The data that support the findings of this study are
available upon reasonable request from the authors. The
RAPTOR code was developed at the Swiss Plasma Cen-
ter, Ecole Polytechnique Fédérale de Lausanne (EPFL-
SPC), Switzerland.
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